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An Investigation of Firm Heterogeneity in
the Constraintsto Development and
Growth in Pakistan

SAJIAD MOGHAL and WADE D. PFAU

This study considers the importance of firm chamastics in explaining the degree of
business constraints facing Pakistani firms in Itheestment Climate Survey. We quantify
how firms with differing characteristics experiengarticular problems. After controlling for
other factors, the largest differences in respomsdsusiness constraints occur among firms
that vary by manufacturing industry, and among diroperating under different ownership
structures or selling in different markets. In sooases, firm size and firm location also play
an important role. The age of the firm generabigsinot lead to significant differences. These
results account for the heterogeneity of firms drethan others, and may be important for
policy-makers to develop more specific approachdestering the investment climate.

JEL classification: 053, L6, MO
Keywords:Pakistan, Investment Climate, Business Constraints

1. INTRODUCTION

What is the key to a country’s economic developrdenThis question has
produced great controversy and a wide variety afv@ns. In recent years, the answers
have increasingly emphasised the microeconomigtutisns of a country: is there a
strong legal system to promote property rightgaguption under control, can financial
institutions play their role as intermediaries betw savers and investors, and so forth?
In this new analytical framework, macroeconomicbasiy is not sufficient for
development. It is along these lines that the magitilateral development institutions
now place an increasing focus on improving the fegs or investment climate. A
country cannot be expected to grow and flouristpdtential entrepreneurs see no
incentive to taking risks and expanding their basses. Risk taking must provide the
potential for rewards, but rewards can be almosteristent without the appropriate
microeconomic institutions.
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Planning Division, Small and Medium Enterprise Oepenent Authority, Lahore, Pakistan, at the timeewh
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In order to analyse the investment climate, the ld/Bank commissioned surveys
for 53 countries. In the case of Pakistan, an dtment Climate Assessment (ICA)
survey was administered in 2002 in conjunction wfté Small and Medium Enterprise
Development Authority (SMEDA), Pakistan. This seyvof 956 firms is the most
extensive for Pakistan and will be the subjectwfanalysis. It is not the only survey of
Pakistani businesses though, as more limited sarweyre used to understand business
constraints in World Bank (2001a), SMEDA (2002)daRari, et al. (2002), among
others.

Of course, the businesses of Pakistan are not hemoog units. They vary along
a number of important dimensions, including th&eslocation, exporter status, type of
production, age, and type of ownership. Howevdrilavprevious studies have made
attempts to understand business constraints insRaki they have not included a
systematic effort to understand the heterogenéityPakistani firms relating to these
various constraints. Many discussions of polidpma tend to imply a one-policy-fits-all
approach. Some of these studies make initial @itermlong these lines by tabulating
their results based on firm size or geographicgiore But this is not sufficient to
understand the differences in constraints and we aften left to wonder what
characteristic of the firm (its size or its locadjois driving the difference in firm
responses.

Our goal in this paper is to provide a more systamanalysis of how the
characteristics of a firm affect its responses ttesgions about various business
constraints, in order to contribute to the disoussif reform efficacy in Pakistan. We
accomplish this by using an ordered probit analysitie reported degree of constraint
facing a business is the dependent variable toxpiieed by a number of underlying
firm characteristics, including firm size, provincexporter status, type of firm
production, firm age, and the type of firm ownepshiThis regression analysis makes it
possible to know whether firm size, for examplade to significantly different responses
about firm constraints after controlling for thehet firm characteristics. By knowing
this, we can gain more insight when interpreting ttross-tabulations of business
constraints by different firm characteristics. Jhiill allow for a more detailed analysis
of Pakistan’s business or investment climate, agtthiaps even uncover further areas for
reforms in the Pakistan economy.

As shared above, for the purpose of this paper,lrtiiestment Climate Survey
2002 dataset has been analysed and our analysisqu® as follows. In Section 2, we
provide background about previous studies of thdsRm business climate, as well as
motivate how the trend toward microeconomic insitiel focus developed. Section 3
follows with a description of the Pakistan ICA asdmmary statistics for the sample
firms. Section 4 explains the methodology of theleoed probit model approach.
Section 5 provides the results, and Section 6 viglovith conclusions and policy
recommendations. Briefly, our findings suggest thdirm’s characteristics plays an
important role in determining its responses toedlght business constraints in Pakistan.

YIn 2006, the World Bank and SMEDA began work on theestment Climate Assessment Il for
Pakistan. This survey was expected to be releims2808, but it has not yet been cleared for us@rate
researchers. Subsequent research will considestiivey as well. It will be interesting to stuthg ICA I,
because questions about business constraints k@ ssveral times to check for consistency in theners,
and firms are also asked to rank the biggest ttwastraints and the three most needed reforms.
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Firms that differ by export status, by the typesob-manufacturing industry, and by firm
ownership status, provide significantly differeesponses about the degree of business
constraints. Exporters enjoy better conditionsdadirms in the sports goods, leather
goods, and electronics industries. Meanwhile,gtevimited companies face additional
burdens than other types of firm ownership strieturln some cases, firm size and firm
location also play an important role. Medium sfitens generally face more difficult
conditions, as do firms in Sindh or Punjab. Fipaflrm age does not generally play
much role in determining firm responses.

2. BACKGROUND

During the 1980s and 1990s, the World Bank (WB) dhd International
Monetary Fund (IMF) designed the Structural AdjustmmProgramme (SAP) to assist
economic development by providing credit for datdtlen countries. Under World Bank
and IMF conditionality, the SAP dominated econongolicy planning in many
developing countries. A typical SAP facility recedr the recipient country to restructure
its economy in order to reduce deficits and yidlthricial resources required to pay
debts. The prescribed macroeconomic framework dwau “structural” reforms to
deregulate the economy, liberalise trade and invexst, and privatise state enterprises.
These were coupled with short-term stabilisationasmees, including cutbacks in
government expenditures, increased interest raa@s, currency devaluation. The
widespread failure of SAP in most of the low andddhe income countries to yield
sustainable moderate growth, as discussed in VBatk (2001b), prompted a paradigm
shift even within the World Bank toward a broadeomomic development approach.
Policy-makers realised that alongside deregulativade liberalisation, and fiscal
discipline, microeconomic incentives are equallyartant to firm development and to
stimulate private sector growth.

As such, the World Bank has increasingly focusedh@roeconomic incentives in
recent years. James Wolfensohn, then presidethiedfVorld Bank, developed the New
Development Framework in 1999. His approach dekasiged macroeconomic issues
and moved the focus to fighting corruption, to tirepan effective justice system, and to
promoting a supervised financial system. Therenlky so much that macroeconomic
stability can provide if a country’s institutionseanot designed to effectively facilitate
investment and growth.

The World Bank’sWorld Development Report 20@escribes the World Bank’s
efforts to understand the investment climate in wd middle income countries. The
report analyses survey data from 26,000 firms ind&8eloping countries, in order to
examine the relationship between the investmentatk and growth. These surveys are
conducted with local partners in each country, rideo to include local input for policy
reforms. The purpose of these investment climateeys is to identify areas for policy
reform that can reduce the burden on business remlieage them to invest and expand,
with the idea that such growth will lessen povddyeveryone. The World Bank seeks
to define how certain economic policy measures hheeability to unleash the growth
potential of a country or otherwise restrain itfrgrowing.

The World Bank, in collaboration with the Small amdedium Enterprise
Development Authority (SMEDA) of Pakistan, producedh investment climate
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assessment for Pakistan in 2003. The World BaBR3IRconcluded that Pakistan needs
to focus on microeconomic reforms to reduce busimests by providing better services
in the areas of “power, telecom, tax administratimecess to finance, and law and order”
(p. iv). The World Bank’s assessment focused anparing various summary statistics
from the survey to the situation in other compagalziountries, mainly China,
Bangladesh, and India. More detailed work wasmgeublished as Dollar, Hallward-
Driemeier, and Mengistae (2005). Table 1 comp#liespercentage of firms ranking a
constraint as major or severe for these four coasitr Generally, Bangladesh faces a
more severe situation than Pakistan, but Pakisthiniss have more complaints than
those in China or India. While such analysis ispamiant, as a comparison to
international benchmarks is needed to be able tmtify the severity of problems in
Pakistan, there are still plenty of insights beyahd scope of the World Bank’s
assessment remaining to be learned from the suegeyts.

Table 1

Investment Climate Indicators in Four Countries
(Percentage of Firms Ranking Constraint as Majoiery Severe)

Constraint Pakistan BangladeshChina India
Tax Administration 47.0% 50.7% 26.7% 26.4%
Tax Rates 46.8% 35.8% 36.8% 27.9%
Financing 40.8% 45.7% 22.3% 19.2%
Economic Policy Uncertainty 40.4% 45.4% 32.9% 20.9%
Corruption 40.3% 57.9% 27.3% 37.4%
Electricity 39.3% 73.2% 29.7% 28.9%
Crime, Theft and Disorder 21.4% 39.4% 20.0% 15.6%
Labour Regulations 15.8% 10.8% 20.7% 16.7%
Skills and Educ. of Avail. Workers 13.0% 19.8% 30.7 12.5%

Source:For Pakistan, own calculations from Pakistan IG#r others, World Bank (2004b).

While the World Bank’s assessment is able to usentbst comprehensive survey
available for Pakistani businesses, there have ladem other analyses of the business
situation. Of these, Baret al. (2002) is the most thorough, though they rely amae
limited survey of 54 firms to base their conclusiorThese authors develop the notion of
a “binding constraint” as a way to target the peoid most affecting firm growth and
investment, noting the need to focus on microecaooas well as macroeconomic
problems. They also do their best to obtain a gepdesentation of firm sizes in several
manufacturing and retail sectors. The binding trairgs they observe include issues
related to financing, infrastructure, governmengulation, human resources, market
regulations, and macroeconomic uncertainty.

In a separate study, World Bank (2001a) uses adasgrvey of 500 firms to
identify the severity of constraints based on figarceptions. Their two-tiered approach
first identifies the top ten problems experiencgditms in their efforts to grow, and then
further investigates seven of these constraintse dnalysis is limited to the presentation
of summary statistics based on enterprise peraephievertheless, the unique feature
was the larger representation of smaller size firmghe survey from the all major
economic sectors, including industry, trade, anmdises.
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Finally, a key early paper that helped begin théade on SME policy in
Pakistan is SMEDA (2002). They survey 333 firmsarder to develop a set of
policies for micro, small and medium enterpris@hey give special attention to the
necessary legislation and administrative steps dompliance. The distinctive
contribution of this study is to identify importaissues related to labour welfare and
taxation laws. The study further helps to clarifye tcomplications faced by smaller
firms in their attempts to comply with these law$he study maintains an overall
focus on three broad issues, which included lalbaws, business credit or enterprise
financing, and taxation.

3. DATA DESCRIPTION

We will provide a more detailed analysis of busgesnstraints in Pakistan, using
the Investment Climate Survey of Pakistan 2002.e Tata consists of 956 firms
interviewed in Pakistan by the Small and MediumeEmtise Development Authority of
the Government of Pakistan in collaboration witle ¥orld Bank between May and
November 2002. The firms were sampled randomisnfeosample frame drawn from the
directories of registered businesses publishedalsh ef the four provincial government
labour departments. The published directories wedated in 2000 and disaggregated in
terms of employment and industrial sub-sectorss Tliows the survey sample to be
fairly representative of industrial activity in Rsfan’s twelve largest cities for seven
manufacturing industries chosen in terms of themtdbution to GDP. The ICA is the
largest dataset available, and care was taken te ritarepresentative of Pakistan’s
business enterprise population as described insiaks Economic Census of 2001.
Because of its size and scope, the dataset i€nobgh to allow an extensive look at the
heterogeneity of firms, and how this heterogenedntributes to firm responses about
business constraints.

Table 2 provides summary statistics for the firnareleteristics in the survey
sample. Firm size includes four categories basethe number of workers employed at
the firm? Micro firms employ 1 to 9 workers, while smaltrfis employ 10 to 49
workers, medium firms employ 50 to 99 workers, dadje firms have 100 or more
workers. Micro firms account for 13.2 percent lo€ tsample. Meanwhile, small firms
represent 58.6 percent of the total, medium firmstlaer 14.7 percent, and large firms
account for 13.5 percent. With regard to Pakistdaur provinces, Punjab accounts for
60.7 percent of the firms in the survey, while 2&qgent are in Sindh, 7.9 percent in
NWFP, and 6.4 percent in BalochistanMeanwhile, 18.7 percent of the firms in the
survey export at least some of their product.

*These firm size definitions are based on the cairin discussions for the proposed SME Policy of
Pakistan. For details, please S¥E Issues Papesaind SME policy task force reports as availabletion
website www.smepolicy.net.pk

*The results of the Economic Census of 2005 alsgesigsimilar geographic patterns of industrial
establishments, though we find that Sindh and Bedtan are overrepresented. Punjab is home tofdixe
most industrialised cities and 68.4 percent of §takis 583,000 industrial establishments. Sinda,htbme of
Pakistan’s largest industrial city Karachi, incladi3.9 percent of industrial establishments, wiiikze are 16
percent in NWFP, and 1.4 percent in Balochistan.
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Table 2

Description of Survey Data
Number of Firms Percent of Firms

Firm Size
Micro 126 13.2%
Small 560 58.6%
Medium 141 14.7%
Large 129 13.5%
Province
Sindh 239 25.0%
NWFP 76 7.9%
Punjab 580 60.7%
Balochistan 61 6.4%
Exporter Status
No Exports 777 81.3%
Exports 179 18.7%
Type of Production
Textiles 342 35.8%
Garments 136 14.2%
Leather and Leather Products 40 4.2%
Food Processing 151 15.8%
Electronics and Electrical Equipment 101 10.6%
Chemicals 138 14.4%
Sports Goods 46 4.8%
Other 2 0.2%
Firm Age
0-5 Years 96 10.0%
6-10 Years 285 29.8%
11-15 Years 228 23.8%
16 + Years 347 36.3%
Firm Owner ship
Publicly Listed Company 32 3.3%
Private Held, Limited Company 486 50.8%
Partnership 167 17.5%
Sole Proprietorship 255 26.7%
Other 16 1.7%

Source:Own calculations from Pakistan Investment Clim&gsessment.

Furthermore, the firms surveyed are involved in aiety of manufacturing
industries. These industries include textiles (3p&cent), food processing (15.8
percent), chemicals (14.4 percent), garments (pér2zent), electronics and electrical
equipment (10.6 percent), sporting goods (4.8 pgyckeather and leather products (4.2
percent), and two other firms that were not clésgif With regard to firm age, 10
percent of firms are between 0 and 5 years oldlen28.8 percent of firms are 6 to 10
years old, 23.8 percent of firms are 11 to 15 yedds and 36.3 percent of firms are at
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least 16 years old. Finally, the formal ownerss$tiucture of the firm is also important.
In this regard, the more formal firms, publiclytéd or privately held limited companies,
together make up 54.1 percent of the surveyed firmSole proprietorships and
partnerships provide 44.2 percent of the sampld,aiher categories represent another
1.7 percent.

4. METHODOLOGY

Our goal is to understand the constraints facinkjseani business. The business
constraints in Pakistan will be considered alongesd different lines. Important among
these are the size of the firm, the location offitra, whether the firm is an exporter, the
type of goods produced by the firm, the age offitme, and the type of firm ownership.
We attempt to understand these constraints thr@auglystem of self-reporting in the
Investment Climate Assessment (ICA) of Pakistanhe TCA asked firms to rank
seventeen different business obstacles on a sdtidfive categories ranging from “No
Obstacle” to “Very Severe Obstacle.” Table 3 shdwsv the 956 firms responded to
each constraint. The list of constraints is predith descending order for the sum of the
“major obstacle” and “very severe obstacle” cataggor We consider the results of the
survey questions asking how severely constrainnegvarious possible impediments to
Pakistani business. This discussion will allow docharacterisation of the problems most
affecting business in Pakistan.

Table 3

Firm Responses to Business Obstacles
Constraints None Minor  ModerateMajor  Very Severe
Tax Administration 24.40% 11.20% 17.40% 17.30% Q%7
Tax Rates 25.40% 9.40% 18.40% 15.30% 31.50%
Financing Costs (Int. Rates) 26.30% 13.10% 17.4093.6QPo 29.60%
Economic Policy Uncertainty 29.50% 11.20% 18.90% .20% 26.20%
Corruption 28.60% 12.00% 19.10% 15.10% 25.20%
Electricity 21.30% 20.10% 19.30% 16.60% 22.70%
Access to Financing (Collateral) 29.60% 12.50% Q%6 15.90% 22.40%
Macro-economic Instability 30.40% 13.60%  21.60% 6046 19.90%
Customs and Trade Regul. 43.80% 14.10% 17.70% %2.70 11.70%
Anti-competitive Practices 37.20% 19.60%  21.80% 0%7 12.80%
Crime, Theft and Disorder 44.80% 17.40%  16.40% Q%2 11.20%
Access to Land 46.40% 16.80% 15.70% 10.10% 11.10%
Labour Regulations 43.80% 17.40% 23.00% 10.20% %.70
Business Permits 52.60% 17.30% 15.40%  8.00% 6.70%
Skills and Educ. of Avail. Workers 48.30% 19.90% .9B6  7.60% 5.30%
Transportation 46.40% 23.60% 19.90%  6.50% 3.70%
Telecommunications 53.90% 25.60% 12.90%  4.20% 3.50%

Source:Own calculations from Pakistan Investment Clim&gsessment.
Note: Constraints in the shaded part of the Table aredfbg,” as defined in Section 4.
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We employ the concept of “binding constraint” tentify those constraints which
produce the largest complaints from firms. Follegvthe approach of Bagt al. (2002), we
use two criteria for determining a binding consiraihe median firm response must identify
the constraint as at least a “moderate obstaabe,’atleast 30 percent of firms must identify
the constraint as a “major obstacle” or a “veryesewbstacle”. Both criteria identify the first
eight constraints listed in Table 3 as bindingpfrfax Administration” to “Macroeconomic
Instability”. At the cut-off point there is a largirop, as while 34.4 percent of firms identify
macroeconomic instability as a severe or majortcaing only 24.3 percent of firms provide
the same answer for customs and trade regulaianding constraints are of more interest,
because these constraints suggest the areas wf@ra could produce the most benefit. It
may be less effective to devote policy resourcearéas where firms do not complain as
loudly. We see that tax issues, financing issuag;puncertainty, corruption, electricity, and
macroeconomic instability produce the largest corceor firms. Customs and trade
regulations, anti-competitive practices, crimedldabour and business regulations, the skills
of the labour force, transportation, and telecompations are not constraining firms to as
large of degree. In comparison, SMEDA (2006) iifiestthe business environment, access
to finance, human resource development, and sufmotechnology as four of the most
important areas for SME policy.

To understand the nature of the binding constraias well as the other
constraints, we wish to determine what charactesisif a firm lead it to respond in a
particular way. For example, it will be enlightegito know if small firms complain
much more strongly than large firms about the axtedinancing. The overwhelming
benefit of our approach is that we can controldibrer firm characteristics to make these
conclusions. We will know that it is because firare small that they answer in some
particular way, and not because, for example, sfirads tend to manufacture particular
goods or be located in particular regions, and these other factors that are driving the
firm’s response. Such knowledge can guide poli@kens to design more appropriate
policies responding to the specific needs of Pakidirms.

An ordered probit model provides a natural approdeh determining the
significance of particular firm characteristics answering about the degree of a
constraint. Our dependent variable, the measureoaftraint severity, includes five
ordered categories. Ordinary least squares ispptopriate because there is no reason
to believe that the differences between categariésbe equal. We cannot observe the
true severity of a constraint, which we call valéayp*. Each of the ranking categories
refers to a range of actual severity. As the aamgtgrows for a firm, the constraint will
reach a threshold and move to the next higher oageg An ordered probit model
provides a way to model this phenomenon. We seektimate:

0 ify <8,
1 if §,<y <35,
y =a+BX +¢,and we observg, wherey = {2, if 5, <y <35,
3 if 83<y <8,
4,if d,<y

1)



Firm Heterogeneity and Constraints to Development 9

In the above expression? is the unobserved true underlying severity of the
constraint, X is a matrix of explanatory variabley, is the observed constraint
ranking, and thés are the unknown threshold values that cause fiontecide their
answer fory. We consider these constraints as a linear fanctof firm
characteristic, which include size, location, export status, tyferoduction, firm
age, type of firm ownership. The ordered probitaagh uses maximum likelihood
to determine the role of the explanatory variabl@$e value of using this approach
is that it allows us to examine whether a particdiam characteristic results in
different answers about the severity of a constraifter controlling for the effects of
other explanatory variables.

5. ANALYSISOF THE CONSTRAINTS ON BUSINESS

The framework used in this paper explains the assrconstraints for firms in
Pakistan along six specific firm characteristias,order to provide the basis for a
deeper policy discussion. We identify those chimastics of firms that produce
statistically significant differences in their areng about the severity of business
constraints. The main emphasis will be on bindiognstraints, though the
discussion also includes limited analysis of otbenstraints. Table 4 provides the
results of the ordered probit regressions. Tablésrough 10 follow by showing the
percentage of firms identifying a constraint as fjbdt& or “Very Severe,”
disaggregated by a particular firm characteristicThese tables incorporate
information from the ordered probit regressionderntify which constraints produce
statistically significant differences in the resgen of firms disaggregated by the
particular category. These tables also identiy Biinding constraints as they apply
to each of the firm characteristics.

5.1. Firm Size

The relationship between firm size and businesstcaints has been studied in the
literature. Barigt al.(2002) indicates that SMEs have generally facedtgr challenges
than their larger counterparts in Pakistan’s redastory, on account of the heavily
regulated industrialisation policy. Large firmsldheadvantages because they were in
better positions to obtain limited government lises and investment incentives. Large
firms also had greater access to finance, becatgsht @and interest rate controls left
banks with little reason to loan to the riskier #nfiams. Fixed costs in dealing with
government regulators and administrators also wbt&eput a greater burden on smaller
firms.

After controlling for other firm characteristics,ewfind evidence that firm size
matters at the 5 percent level of significancetli@er degree of constraint facing firms with
regard to the binding constraints of tax issuesctakity, and access to financing (see
Table 5).

For nonbinding constraints, firm size matters foime issues, access to land,
labour regulations, and telecommunications. lstEmgly, some issues do not produce
answers that differ in a statistically significantly by firm size, including financing
costs, economic policy uncertainty, corruption, rmaconomic stability, customs and
trade regulations, anticompetitive practices, besilicensing andperating permits,



Table 4

Ordered—Probit of Constraints on Firm Charactedsti

Binding Constraints Non-binding Constraints
Tax TaxRates Costof  Economic Policy Corruption Electricity Access to Macro- Customsand  Anti- Crime, Thef Accessto Labour Business Skills and Transpor-  Telecommuni-
Administration Financing Uncertainty Financing (e.g.  economic Trade competiive and Disorder Land  Regulation Licensingand  Education of tation cations
Collateral) Instability Regulations  Practices Operating Permits ~ Available
Workers

Firm Size (Omitted Condition is "Large Firm")

Overall p-value 0.0262* 0.0000%* 0.7003 0.0596 5049 0.0159* 0.0265* 0.2651 0.0641 0.1105 0.0013*6.0076**  0.0044** 0.4576 0.4582 0.5511 0.0281*

Micro Firm —0.3593* -0.6885* -0.0073 -0.1671 -0.1801 -0.2606 0.1001 -0.1641 22@5 -0.0099 -0.4576*  0.4649** —0.5386** 0.0406 -0.1813 -0.0662 —0.4794*

Small Firm -0.0505 -0.2306 0.1007 -0.2241 —a.072 -0.0963 0.3091* -0.1336 —0.3207** -0.1132 —0.43990.4326*  -0.2289 0.1661 -0.0821 0.0009 —0.2889*

Medium Firm 0.0779 0.1293 0.0699 —0.3693* 0032 0.1854 0.2472 -0.2722* -0.0934 -0.2969*  -0.5084'0.3659* -0.0411 0.0826 0.0497 -0.1498 -0.1464
Province (Omitted Condtion is "Sindh")

Overall p-value 0.2201 0.0614 0.0488* 0.3255 @as3 0.0009** 0.0000** 0.7189 0.0046** 0.2524 0.0051* 0.0000**  0.0606 0.0044** 0.0031** 0.0847 0.4223

NWFP 0.0487 -0.0337  -0.4426* 0.2507 —-0.0295 2621 —0.7807* -0.0359 0.1821 0.2933 -0.2071  —1#4390.3575* —0.5160** —0.5957** —-0.1399 -0.0882

Punjab 0.0225 -0.0557 -0.0772 0.0386 0.0145 789.1 -0.0516 -0.0846 -0.2300* 0.0398 -0.1398 -0:6174-0.0069 -0.1662 -0.0291 -0.1249 -0.1184

Balochistan -0.2898 —0.4333* —0.0365 0.1974 -0.2112 —0.5373* -0.2206 -0.1544 .3040 -0.0287 0.3583*  -0.3523*-0.2565 0.108 0.13 0.2355 —-0.2591
Exporter Status (Omitted Condition is "Non-exporter")

Overall p-value 0.0006** 0.0040*  0.0000** 0.8351 0.0070** 0.5582 0.0019** 0.2594 0.5369 0.0148* 42 05844  0.0045** 0.0310* 0.7697 0.0662 0.2324

Exporter -0.3774*  -0.3153"* -0.4774** -0.0224 —0.2945* -0.0611 —0.3331* -52 -0.0688 —0.2694* -0.1299 0.06 -0.3178* -0.2491* 0.0316 -0.2050 -0.1349
Type of Production (Omitted Condition is "Textiles")

Overall p-value 0.0000** 0.0000*  0.0000** 0.0000 0.0000** 0.0051** 0.0000** 0.0000** 0.0000** 0.000** 0.0000** 0.6997  0.0000** 0.0009** 0.0361* aes* 0.0018**

Garments -0.1331 -0.1706 -0.0739 0.0382 -0.1629 0.1132 -0.1243 -0.01 0.0468 0.0763 0.0153 —0.0566.0847 -0.1695 0.0043 0.0196 -0.2289

Leather —1.4174*  -1.2257* -0.8074* —0.9682** —0.8473* -0.3121 -0.4312* 5B+ —0.7407* -05382* -0.6656* -0.0068 -0.6226** -0.5173* 0.1709 -0.2764 —0.6800**

Food Proc. 0.2715* 0.1678 0.0597 0.037 0.2051 730.1 0.1119 -0.0571 0.0521 0.2609* 0.0785 -0.0058 786.0 -0.1825 —0.3657** -0.1675 0.0613

Electronics -0.2885* -0.6186** -0.2631* —0.3459* -0.1074 -0.0337 -0.1637 -0.2516 -0.1942 0.0955 0.0897 01353 -0.3690* -0.1598 0.0497 0.0402 0.074

Chemicals -0.0743 -0.0585 -0.0352 -0.051 0.0175  0.064- -0.0073 -0.0217 0.1197 0.1684 0.0409 0.0666 .176D 0.0056 0.0483 -0.1549 0.0413

Sports Goods —2.0439%  —1.4757*-1.4185* —1.3818* —1.7798* —0.6394* —1.1207* 1-108** -1.0756*  -1.8205** -2.1028* -0.2388 -18B™ —1.1451** -0.1175 —0.7372% —0.6702%
Firm Age (Omitted Condition is "0-5 Yr.")

Overall p-value 0.0041* 0.4788 0.4549 0.2875 489 0.0588 0.4084 0.0030%* 0.1080 0.1390 0.2605 7510 0.0636 0.2922 0.0821 0.821 0.3997

6-10 Yr. 0.3014* 0.072 0.1276 0.2281 0.1174 @101 -0.0057 0.4813* 0.1571 0.144 0.219 -0.2240 @051 0.2393 0.0092 -0.1018 0.1919

11-15Yr. 0.4611% 0.1849 0.2158 0.1375 0.1059 018 0.148 0.3036* 0.3302* 0.2778* 0.0548 0.0205 2695 0.2414 0.1 -0.132 0.1445

Over 15 Yr. 0.4372% 0.1489 0.1678 0.2209 0.142 2404 0.0961 0.3908** 0.2053 0.2600 0.1008 —0.04110.0453 0.1495 -0.1449 -0.1014 0.2322
Firm Ownership (Omitted Condition is "Sole Proprietorship")

Overall p-value 0.0012** 0.0238* 0.0000** 0.0266* 0.0007** 0.7831 0.0000** 0.0063** 0.0003** 0.0001*  0.0107* 0.0357*  0.0056* 0.0241* 0.0419* 0.0642 .1009

Publicly Listed Co. -0.017 —0.2847 0.3654* -0.17 —-0.0394 -0.1085 0.139 0.1768 0.1918 0.0574 -D.007 0.177 0.302 0.5261* 0.4970* 0.5923* 0.3392

Private limited Co. 0.2956** 0.2125* 0.4876** 1221 0.1912* 0.0452 0.4302** 0.2292* 0.3579* 0.339 0.2018* 0.2521*  0.3472** 0.3102** 0.2655** 0.29* 0.0914

Partnership —0.0556 0.0261 0.2521* -0.118 —0%247  0.0635 0.1727 —-0.0694 -0.0316 -0.1128 —-0.1589 0068. 0.2180 0.155 0.2579* 0.1486 0.2769*

Other -0.1323 —0.4054 -0.3793 0.6446 0.0254 880.1 -0.1401 0.5688* 0.1121 0.4750 0.1043 02772 50.09 0.4002 0.3401 0.468 0.2885
Observations 953 954 953 954 953 954 953 953 948 954 953 953 954 952 953 953 952

Note: * Significant at 5 percent; ** Significant at 1rpent.
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Table 5
Percentage of Firms Identifying Constraint as
“Major” or “Very Severe” by Firm Size
Micro Small Medium Large
Tax Administration 34.9% 47.7% 53.2% 49.6%
Tax Rates 29.4%  45.9% 59.6% 54.3%
Financing Costs (Int. Rates) 33.3% 45.5% 41.8% 44.2%
Economic Policy Uncertainty 41.3% 39.2% 38.3% 46.5%
Corruption 33.3% 39.4% 45.4% 45.0%
Electricity 33.3% 389%  48.2% 38.0%
Accessto Financing (Collateral) 33.3% 40.7% 39.0% 31.8%
Macro-economic Instability 27.8% 33.3% 34.0% 45.7%
Customs and Trade Regulations 13.5% 22.4980.5% 36.4%
Anti-competitive Practices 26.2% 21.5% 12.1% 26.4
Crime, Theft and Disorder 17.5% 19.7% 19.9% 33.3%
Accessto Land 16.7% 22.0% 23.4% 18.6%
Labour Regulations 7.9% 14.3% 22.7% 22.5%
Business Permits 11.1% 15.4% 16.3% 13.2%
Skills and Educ. of Avail. Workers 9.5% 12.2% 6. 11.6%
Transportation 10.3% 10.6% 7.1% 10.9%
Telecommunications 6.3% 6.8% 6.4% 14.0%

Note: Own calculations from Pakistan ICA. The consiraiame is in boldface if the ordered probit analys
identifies statistically significant differencestae 5 percent level in the answers of firms vagyly the
firm characteristic. The percentage is in boldféitke constraint is binding for the sub-categamere
binding constraints are identified as those witthedian response indicating the constraint is attlea
“Moderate”,andat least 30 percent of firms identify the constrais “Major” or “Very Severe”.

skills and education of the labour force, and tpangation. But regarding tax issues and
electricity, medium firms express the strongest plaints, followed by large firms, small
firms, and micro firms, once we control for othactors. In fact, micro firms generally
have fewer complaints, as their only binding caists are financing costs and economic
policy uncertainty. Meanwhile, for access to fican small firms complain most,
followed by medium, micro, and large firms.

First consider the issues of tax administration @xdrates. Micro firms complain
about these issues much less than their largertexpants. In fact, tax issues are not a
binding constraint for micro firms. Regarding @oministration, the responses of small
and medium firms are not statistically distinguisleafrom the responses of large firms.
With regard to tax rates, we find evidence thatrmigand small firms do complain to a
lesser degree in a statistically significant wdngnt do medium or large firms. We can
observe some justification for this through furttexploration of the data along three
parameters: the amount of entrepreneurial time tspemealing with tax regulators,
average fines paid during a year, and average Dilaéd to the regulators. We find
evidence in the ICA that larger firms must devotgniicantly more resources in
absolute terms for dealing with taxation issuesjevdmall firms are most burdened as a
percentage of sales. Micro firms can more easibape the targets of the government
tax authorities.
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Access to financing is an important issue, as #eagenth in the list of binding
constraints, and here it is the case that largasficomplain least and small firms
complain most. Access to financing is only a higdtonstraint for small and medium
firms. In a topic deserving much greater attentive indeed find evidence that firm size
has a direct bearing on a firm’s ability to getfiicing from formal channels; larger firms
enjoy easier and greater access to formal finantiag their smaller counterparts in the
ICA. It is puzzling why micro firms do not voiceud complaints despite having the
least access to formal financing though. For exampore than half of large firms had
at least one loan from a bank at the time of theesy while this is true for only 2.3
percent of micro firms. There are several possj@anations. Micro firms believe that
they will not be entertained by the financial ingions, and hence they are discouraged
to apply in the first place and then effectivelydiother sources of financing. Also, micro
firms assign low probability to their survival in lEghly uncertain economic policy
environment and avoid taking any additional ligke in the absence of effective
bankruptcy procedures.

There are four other constraints with statisticadlgnificant differing answers
regarding firm size that are not binding in natufEhese are related to crime, access to
land, labour regulations, and telecommunicatiortse Tost likely targets of theft and
crimes are the large enterprises. Limited financedources have translated into the
larger complaints by the micro, small and mediurtemrises about the access to land.
Unlike the usual perception that labour regulatians a real source of trouble for the
smaller firms, see SMEDA (2002) and SMEDA (2004); analysis suggests otherwise,
as the bigger a firm is, the more it tends to caimpabout labour regulations.

Revisiting the discussion above, our analysis ssiggihat conditions for the SME
manufacturing sector in Pakistan can improve ibmaf efforts focus on: (a) improving
both tax rates and tax administration to resporittbéo SMES’ unique conditions, b)
ensuring the supply of electricity from the natibgaid, and c¢) deepening the formal
financing to reach out to smaller firms. To make thusiness environment even more
conducive for micro and small manufacturers, givaiegess to land should be considered.
However, any intervention in other areas is likegnefit larger enterprises more than the
SMEs.

5.2. Firm Location

Table 6 provides evidence that, after controlling dther firm characteristics, the
province in which a firm is located affects its mess constraints. Firms in Sindh and
NWFP tend to voice louder complaints than thos@lnjab and Balochistan. The subset
of binding constraints in which firm location plays important role in producing
different responses, with at least 5 percent dicamite, include the cost of financing,
electricity, and access to financing. With regardhe costs of financing and access to
financing, the complaints are loudest in Sindh, utifo the responses in Punjab,
Balochistan, and Sindh do not differ significarflgm one another. However, financing
issues are an area in which complaints from NWHP significantly lower, once we
control for other firm characteristics. As for eiécity, the degree of complaints is
significantly less in Balochistan than the othegioes. NWFP experiences the biggest
problems with electricity, followed by Sindh andrifab. We find justification for this in
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Table 6
Percentage of Firms Identifying Constraint as
“Major” or “Very Severe” by Region
Sindh  NWFP  Punjab Balochistan

Tax Administration 54.4% 56.6%  43.6% 39.3%
Tax Rates 54.8% 59.2% 42.7% 39.3%
Financing Costs (Int. Rates) 50.6% 40.8%  40.3% 44.3%
Economic Policy Uncertainty 39.7% 56.6%  38.4% 41.0%
Corruption 414% 474%  39.4% 34.4%
Electricity 435% 52.6% 38.8% 13.1%
Accessto Financing (Collateral) 46.4% 23.7% 36.9% 37.7%
Macro-economic Instability 39.3% 40.8% 31.5% 34.4%
Customs and Trade Regulations 28.5% 395%  20.9% 21.3%
Anti-competitive Practices 13.4%39.5%  23.0% 14.8%
Crime, Theft and Disorder 23.8% 15.8% 18.7% 42.6%
Accessto Land 38.1% 3.9% 16.3% 21.3%
Labour Regulations 16.7% 10.5%  16.6% 11.5%
Business Per mits 19.7% 5.3% 13.0% 23.0%
Skillsand Educ. of Avail. Workers 12.1% 9.2% 12.6% 24.6%
Transportation 10.0% 11.8% 9.0% 18.0%
Telecommunications 7.5% 6.6% 7.6% 9.8%

Note: The Note in Table 5 explains how to interpres tiable.

the survey, as the median percentage of merchandikee lost due to electricity
problems follows the same ordering. In NWFP, thedlian firm estimates that it loses 5
percent of its merchandise on account of elegirigibblems. Because different regions
have different experiences with electricity, thare grounds for a deeper analysis of the
arrangement of electricity production and supplyhia four regions.

The regional location of firms also produces stiati$ significance for some non-
binding constraints as well. For instance, cust@md trade regulations are less of a
problem in Balochistan and Punjab than in NWFP &imdlh. Meanwhile, access to land
is a bigger problem in Sindh than in other regiorihis constraint points to possible
opportunities for substantially improving the intreent climate by establishing new
industrial zones in Sindh. Complaints about actesand are particularly low in NWFP
once we control for other factors. As for the eswf crime, business permits, and
worker skills, Balochistan experiences the biggeeblems, followed by Sindh, Punjab,
and NWFP.

5.3. Accessto Export Markets

Exporting firms overwhelmingly have fewer complainthan firms serving only
the domestic market, as shown in Table 7. At thge&ent level of significance, our
analysis regarding market access has confirmedifisi@mtly lower complaints for
exporters with five of the eight binding constraintFor the other constraints, exporters
complain less, but not significantly lesB general, exporters complain less with regard
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Table 7

Percentage of Firms Identifying Constraint as “Mgjo
or “Very Severe”, by Market Access

Non-exporters Exporters
Tax Administration 51.2% 29.2%
Tax Rates 50.6% 30.3%
Financing Costs (Int. Rates) 47.2% 25.8%
Economic Policy Uncertainty 43.2% 28.1%
Corruption 43.3% 27.0%
Electricity 41.4% 30.9%
Accessto Financing (Collateral) 42.1% 21.3%
Macro-economic Instability 37.0% 23.0%
Customs and Trade Regulations 25.5% 19.1%
Anti-competitive Practices 23.1% 14.0%
Crime, Theft and Disorder 22.7% 15.2%
Access to Land 22.0% 16.9%
Labour Regulations 17.0% 10.7%
Business Per mits 16.1% 8.4%
Skills and Educ. of Avail. Workers 13.5% 10.7%
Transportation 11.0% 6.2%

Note: The Note in Table 5 explains how to interpres tiable.

to tax issues, financing issues, and experienceés worruption. In fact, the only
constraint identified as binding by exporting firimsthe survey is electricity. As for
non-binding constraints, exporters complain sigaifitly less about anti-competitive
practices, labour regulations, and business permits

For practical reasons, exporting firms can compless because they enjoy special
incentive packages in areas such as taxation,dingnand other regulatioris.Briefly,
exporting firms are not required to pay sales ¥4T), and income tax is governed by a
presumptive tax regime, which allows exporters éttles their income tax liability by
paying tax at a rate ranging between 0.75 percedt B25 percent of sales. This
arrangement takes away both of the top rankingtcaings for exporters, and it allows
them to internalise the costs of taxation as affigperating cost.

The arrangement for financing is also unique fopagters. The central bank of
Pakistan allows exporters to have access to arrtengfimancing fund, available through all
commercial banking channels without a requiremértimishing any physical collateral.
Additionally, the export refinancing rates are pedj¢p the average six-month Treasury bill
rates plus a certain percentage for covering opesadtcosts. This arrangement has allowed
exporters to enjoy increased access to financitigeabwest possible market interest rates.
There are some limitations, however, because coniahéranks can occasionally demand
additional collateral for riskier clients. Corrugti and uncertainty about regulations and
policy is also reduced because of lessened coh&ateen exporters and regulators. In
general, our analysis confirms the effectivenessaid incentives resulting in relatively
better scores from exporters against those consrai

“For details on incentives, please visit <www.tdap.gk>.
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5.4. Manufacturing Sub-sector

Does the type of product a firm produces matteritiomwell-being in the Pakistani
business environment? Are some industries alifeio better investment opportunities than
others? The answer to these questions is yespasmsh Table 8. After controlling for other
factors, the sub-manufacturing industry of the fisnan important determinant of its
constraints. In fact, overall responses are @iffeat the sub-manufacturing level for all of the
constraints except for access to land. Among lésxtigarments, leather goods, food
processing, electronics, chemicals, and sportsgydmgsiness conditions in Pakistan tend to
most favour the sports goods industry, followedlésther manufacturers and electronics
manufacturers. To be precise, the sports goodfeatiter goods industries do not experience
any binding constraints. Meanwhile, the food psso®y industry complains most loudly,
though the responses from textiles, garments, lagwhicals are also relatively close.

Given these results, the industrial sectors casiassified in two groups based on their
relative perceptions about the business environriidet first group comprises sports goods,
leather goods, and electronics. While sports ganddeather goods are well ahead, the case
of electronics is more split, since they are betfethan the textiles, garments, chemicals and
food processing industries, but only for the fifsur binding constraints, from tax
administration to economic policy uncertainty. Hoe rest of the binding constraints, from
corruption to macroeconomic instability, their esipece is no different.

The second group includes textiles, garments, atesjiand food processing. It
is interesting that textile and garment manufacsumoice loud complaints. SMEDA
(2005) and the World Bank (2004a) predict decliniaturns for the textile and garment
industries in Pakistan, with regard to the abdiitiof textile quotas and increased
competition from other regional players, such adidnBangladesh, and China. Food
processing firms voice the loudest complaints, ¢iotax administration is the only area
which has any statistical significance for thisteecbesides anticompetitive practices in
the list of nonbinding constraints. On the othemdhan terms of the availability of skilled
labour, food processing is the only industry wheelioys better conditions.

The survey results identify issues which have difegaring on the industrial
policy of Pakistan. The results imply potential oppnities for improving investment
conditions substantially for the textiles, garmenthiemicals and food processing
industries by placing them at the core of posdibiere industrial policy. Given the fresh
investment by the textile and the garment sectothd tune of USD 4 billion, it is all the
more important to understand reasons for the diffees at the sub-manufacturing level
for evolving a more conducive business environment.

5.5. Firm Age

It is interesting that firm age is not an importéexdtor for determining how firms
view potential business constraints, once we cbifroother factors (see Table 9). The
only two constraints with differential responsese atax administration and
macroeconomic instability. With regard to tax adisiration, the largest constraints are
felt by firms between 11 and 15 years old, while young firms are least affected again.
As for macroeconomic stability, the youngest firare least affected; macroeconomic
stability is not a binding constraint for firms teten 0 and 5 years old. The biggest
complaints come from firms between 6 and 10 yeklts o



Table 8

Percentage of Firms Identifying Constraint as “Méjor “Very Severe”, by Industry

Food Sports
Textiles Garments Leather Processing Electronics Chemicals Goods
Tax Administration 51.2% 49.3% 7.5% 62.9% 38.6% 50.0% 2.2%
Tax Rates 53.5% 50.7% 7.5% 62.3% 25.7% 51.4% 2.2%
Financing Costs (Int. Rates) 47.7% 41.9% 10.0% 54.3% 37.6% 48.6% 2.2%
Economic Policy Uncertainty 43.9% 41.9% 15.0% 51.7% 32.7% 42.8% 4.3%
Corruption 43.3% 35.3% 10.0% 52.3% 39.6% 46.4% 2.2%
Electricity 42.4% 33.8% 17.5% 53.6% 37.6% 37.7% 15.2%
Access to Financing (Collateral) 42.7% 33.8% 17.5% 47.0% 36.6% 40.6% 4.3%
Macro-economic Instability 38.9% 38.2% 10.0% 39.7% 26.7% 37.7% 0.0%
Customs and Trade Regulations 22.8% 30.9% 7.5% 30.5% 19.8%  30.4% 2.2%
Anti-competitive Practices 16.4% 18.4% 12.5% 31.1% 30.7% 28.3% 2.2%
Crime, Theft and Disorder 20.5% 18.4% 7.5% 25.2% 24.8% 30.4% 0.0%
Access to Land 26.3% 20.6% 0.0% 21.9% 19.8% 18.1% 10.9%
Labour Regulations 14.9% 16.2% 5.0% 21.2% 8.9% 25.4% 0.0%
Business Permits 17.0% 14.0% 7.5% 15.9% 11.9% 16.7% 2.2%
Skills and Education of Avail. Workers 15.2% 14.0% 12.5% 7.3% 12.9% 15.9% 4.3%
Transportation 10.8% 10.3% 5.0% 11.9% 8.9% 11.6% 0.0%
Telecommunications 7.3% 5.1% 2.5% 8.6% 11.9% 10.9% 0.0%

Note: The Note in Table 5 explains how to interpres tiable.
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Table 9

Percentage of Firms Identifying Constraint as “Mgjo
or “Very Severe”, by Firm Age
0-5 Years 6-10 Years 11-15 Yearver 15 Years

Tax Administration 42.7% 48.4% 50.9% 44.7%
Tax Rates 43.8% 49.1% 46.0% 46.4%
Financing Costs (Int. Rates) 37.5% 46.3% 45.1% 40.9%
Economic Policy Uncertainty 39.6% 42.5% 39.4% 39.5%
Corruption 36.5% 40.0% 41.2% 40.9%
Electricity 38.5% 36.5% 36.3% 44.1%
Access to Financing (Collateral) 33.3% 38.6% 40.7% 37.8%

Macr o-economic I nstability 26.0% 38.9% 34.1% 33.1%
Customs and Trade Regulations 18.8% 22.8% 27.4% 19@25.
Anti-competitive Practices 17.7% 18.2% 25.7% 22.2%
Crime, Theft and Disorder 15.6% 23.9% 22.6% 19.9%
Access to Land 19.8% 15.8% 23.5% 24.2%
Labour Regulations 12.5% 14.0% 18.6% 16.4%
Business permits 10.4% 15.8% 15.0% 14.7%
Skills and Educ. of Avail. Workers 13.5% 14.0% 3.3 9.2%
Transportation 14.6% 8.8% 9.3% 10.4%
Telecommunications 8.3% 8.1% 7.1% 7.5%

Note: The Note in Table 5 explains how to interpres tiable.

As for why young firms complain the least, the aeswmay be related to survey
bias in the ICA sample. As an illustration of thigs, a sample of 279 manufacturing
firms from Directories of Labour Year Book 2000, ridehi—Government of Sindh, were
contacted one year after publication, and it wasaiered that some 85 businesses were
either closed or not traceable. This suggests aedegf severity in business conditions
for new entrants that cannot be picked up entiirelthe sample due to the lag between
obtaining sources for choosing the sample and g faterviewing the selected firms.

5.6. Ownership Structure

Previous analysis, such as SMEDA (2002), indicttasownership structure does
matter for the development and the growth of a filteally, more formalised structures
should lead to better business services deliveny fthe business support institutions and
should result in better business conditions foméir This is not the only possibility,
however, as Osama (2004) suggests that corporatisgirovides no additional
advantages for taxes, access to business suppddese or financing. Instead, a limited
liability structure is more expensive on accountaX rates and fixed operational costs
associated with additional paper work.

The survey shows that firm ownership structured@syvimportant in determining
the degree of constraint reported by businesseableT10 shows that ownership is
statistically significant for all binding constrésnexcept for electricity. Private limited
companies report the largest complaints for althef statistically significant binding
constraints. Private limited companies and soleppetors are only comparable for
economic policy uncertainty and electricity. Oe thither hand, publicly listed companies
have lesser complaints than the sole proprietanycems for most of the binding
constraints. In cases where publicly listemmpanies claim a higher degreebiriding
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Table 10

Percentage of Firms Identifying Constraint as “Mgjo
or “Very Severe”, by Firm Ownership
Publicly held Privately held

Limited Limited
Liability Liability Partnership Sole Proprietorship
Tax Administration 40.6% 57.6% 29.9% 39.1%
Tax Rates 40.6% 57.4% 33.5% 36.4%
Financing Costs (Int. Rates) 34.4% 52.9% 34.1% 33.2%
Economic Policy Uncertainty 34.4% 44.2% 26.9% 41.1%
Corruption 34.4% 48.4% 24.0% 36.8%
Electricity 40.6% 42.4% 38.9% 34.0%
Accessto Financing (Collateral) 21.9% 45.9% 3L.7% 30.8%
M acr o-economic | nstability 40.6% 40.1% 25.1% 27.7%
Customs and Trade Regulations 28.1% 31.9% 15.0% 15.0%
Anti-competitive Practices 21.9% 25.3% 10.2% 20.6%
Crime, Theft and Disorder 21.9% 27.2% 14.4% 14.6%
Access to Land 18.8% 25.7% 13.8% 17.0%
Labour Regulations 21.9% 18.3% 15.0% 11.1%
Business Permits 12.5% 16.3% 12.0% 13.4%
Skillsand Educ. of Avail. Workers 12.5% 15.0% 11.4% 9.9%
Transportation 15.6% 12.3% 5.4% 7.5%
Telecommunications 15.6% 8.8% 6.0% 5.5%

Note: The Note in Table 5 explains how to interpres tiable.

constraint, which include cost of financing, accessfinance, and macroeconomic

instability, the results are not statistically sfgrant. Firm ownership continues to play a
statistically significant role in explaining thesponses to seven of the nine nonbinding
constraints. Again, in these cases, the complaifhtgrivate limited companies are the

largest by a statistically significant degree. Tdéwmmplaints of sole proprietorships,

publicly listed companies, and partnerships folldoat are generally not distinguishable
from one another, except for the case of workfsk#ls, where sole proprietorships

complain significantly less.

The survey data confirms the fact that privatelid rmmpanies spend more days
dealing with regulators and pay more to governnmregulators in terms of fines and
bribes. Being a corporate entity in Pakistan deatsoffer any incentives in terms of
dealing with tax authorities, qualifying for bettax rates, negotiating lower interest rates
or better access to finance, dealing with corruptior fighting macroeconomic
instability. Sole proprietary concerns can morsilgsescape from regulatory oversight
without losing any advantages in terms of accedsifiness services or resources. This
has important implications for developing the folnegonomy of Pakistan, and not
letting firms slip into the informal economy. THg&tate Bank of Pakistan (2001)
estimates that the informal economy was close tp&2ent of the total between 1996
and 2000. The magnitude of the informal economyanat difficult for the government
to adequately plan and provide effective businesgices. As we understand, it has its
roots in ownership structure of the firms and arifpre to improve conditions for
privately held firms will help to improve the inuesent climate.
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6. CONCLUSIONSAND POLICY RECOMMENDATIONS

This study confirms that a one-size-fits-all polisynot appropriate for improving
the conditions of Pakistan’s manufacturing firmsA number of different firm
characteristics are found to play important rolesdetermining business constraints.
First, while existing research, such as SMEDA (9082d SMEDA (2004), discusses
firm growth vis-a-vis firm size, it does not recégm a need for different mechanical
processes based on firm size. The analysis oforegs in this research sketches a
different picture. While confirming heterogeneityithv regard to the aforementioned
constraints, the results suggest that smaller faresbetter off in quantitative terms. The
efforts of the smaller firms and micro firms in pemlar are devoted in escaping
regulatory burden, using bribes and gifts to refgutaas a tool. Large firms tend to use
similar tools for reducing their official tax lidliies and remain within the regulatory
environment. This difference in approach to deakvith regulatory burden requires a
different policy treatment for ironing out the \ations of firm size in the regulatory
environment. This would also require the developneérdifferent mechanical processes
based on firm size. Access to finance comes ouhadop-ranking constraint for the
small firms, where the difference is both wide aighificant. Using Non-bank Financial
Institutions (NBFI) as a channel for small firms wid greatly improve their condition
(please see Table 11 for a summary of policy recentations).

Additionally, certain regional locations in Pakistare posing an extra burden on
firms due to the lack of necessary infrastructwehsas electricity and industrial land,
which becomes binding constraints to their grovittest of the significantly differing
responses, though, come from the list of non-bigdaoonstraints. An appropriate
response to remove these barriers would includé tthe government yield modest
resources in terms of setting up new industrialkpawith adequate infrastructural
support.

Meanwhile, exporting firms face only a few bindiognstraints. The difference in
the condition of non-exporters and exporters ameksind significant, and incentives for
exporters with respect to most of the regulatiorss ereating another divide among
industrial enterprises. While the incentive regifbeexporters is effective and results in
fewer complaints, it needs to be counterbalanceld svbusiness support mechanism for
non-exporters to smooth differences.

Furthermore, there are definitely some industrigsctv enjoy relatively better
regulatory environments than others. Sports anithéeayoods industries complain least.
The specific conditions surrounding these industgeuld give clues for making life
better for others. The results in this respect glsse doubts about the effectiveness of
industrial policies for creating better conditioris.appears that they are distorting the
business environment whereby some industries kel processing are becoming worse
off without bettering conditions for others. Curtreindustrial policy should be
pragmatically reviewed.

Among the surviving enterprises, older firms do eajoy any extra advantage,
despite prevailing popular beliefs. On the contratder firms are penalised in terms of
tax administration. This suggests that tax regutagm after obvious targets regardless of
their compliance record. This underlying psycholagfythe regulator explains firms’
general preference for tax evasion.
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Table 11
Policy Analysis of Firm Conditions vis-a-vis Comstits
Policy Area Analysis/ Challenges/ Policy Focal Pein
Firm Size Reducing interface between tax regulators and fisfiseduce compliance costs for

Regional Location

Market Access
(Local and Foreign)

Sub-manufacturing
Sector

Firm Age

Ownership Structure

Cross Cutting
Themes

all but micro sized firms

Only a responsive tax regime for smaller size fiimgro and small) can improve
business conditions—analysis confirmed that smélieis end up paying more (as a
percentage of sales) to avoid interface with takarties

Access to finance is a binding constraint for srek firms—survey results show that
Non-bank Financial Institutions are more effectivan the commercial banks
Increasing access to land can significantly impribnebusiness climate for SMEs
Labour regulations are not a constraint for SMEducing interface of labour
regulators is desired more by large firms

Firms in Sindh and NWFP tend to voice the loudestmlaints

Cost of financing, electricity, and access to fitiag and industrial land are the key
areas for improvement in Sindh

In NWFP major complaints are about economic pdliogertainty, electricity supply
and taxation

The major concern in Balochistan is the prevailaw and order situation
Non-exporters generally feel deprived

The incentive regime for exporters is effectiveutéisg in fewer complaints

The difference in the conditions of non-exportimgl @xporting firms are stark

In order to avoid another divide in the economy, iticentive structure must be
counterbalanced through other business supportanezhs for non-exporting firms
The business or investment conditions across indasire significantly different
Sports goods, leather goods and electronics indastnjoy relatively better
investment conditions. Indeed, the first two dbexperience binding constraints
Returns are declining in textiles, garments andmta& industries—due to fierce
foreign competition

The food processing industry produces the most &ntp, particularly about tax
administration and anti-competitive practices

Industrial and investment policies must carefullgi into the incentives for different
industries

Analysis does not confirm any particular advantad@ted to the age of the firm,
except that old firms are more exposed to taxatiteited problems

It is reasonable to conclude that the existingriess climate does not encourage new
start-ups.

Privately held limited liability companies facedarcompliance costs

There is no added advantage to be a corporatg entérms of taxation, finance, or in
accessing business services or resources

Sole proprietary firms do not show any disadvantagedvantage over publicly held
companies or partnerships but are definitely bettfethan privately held limited
liability companies

There are constraints that are significant for migpes of firms, such as electricity
supply from public grid, macroeconomic stabilitpddaw and order

A more reliable power supply from public grid hbhe targest potential to improve
growth conditions across the board

Stabilising the shifting policy regime would furtretrengthen the confidence of
investors

An improved law and order situation would greatihance firms’ ability to grow and
plan for long-term investments
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Finally, we establish that more formal structurésmanising businesses, such as
privately held limited liability companies, can @lbe punishing to firms. The current
regulatory environment in Pakistan is killing tmeéntives for formal business structure
and becoming a liability for business.

Conclusively, evidence is found that economic pplieforms in Pakistan
cannot treat firms as homogeneous units. A greadumt of heterogeneity exists,
and this heterogeneity can drive many differentpoeses to questions about the
severity of business constraints. For instancehifasng an effective business
climate for micro firms will entail different polies than for small, medium, or large
firms. Additionally, we find that access to foraignarkets, type of production, and
type of firm ownership play substantial roles intatenining business responses to
constraints. The age of the firm is less importad is the province in which the
firm is located. Some issues are cross-cuttingsifirms, such as a desire for a
more reliable electricity supply, but generally ttesults suggest that policy-makers
must develop proposals that account for the hetarely of firms, and that a one-
size-fits-all approach will not be effective and utd even have unintended
consequences.
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The Ultimatum Game and Gender Effect:
Experimental Evidence from Pakistan

SHAHID RAZZAQUE

Laboratory experimentation was once considered &sipte or irrelevant in economics.
Recently, however, economic science has gone threugeal ‘laboratory revolution’, and
experimental economics is now a most lively subfig the discipline. This study attempts to
examine answers to questions of the changing betawf opposite sexes under conditions of
both anonymity and knowledge of gender by playing tiltimatum game in Pakistan. It is
observed that the behaviour of males and femalé%akistani society is quite different from
that found in earlier studies. Insights from theyious experiments have already shown that
normative economic theory had failed in its pradits of human behaviour. Currently, the
ultimatum game is widely discussed in behaviourainemic literature, and this paper will
adjust the traditional ultimatum game into a newrfavherein it will be tested in the country
(Pakistan) with multidimensional behaviour of suige With regard to gender effect
specifically, all previous studies came up with serhat mixed results, since results do not
always point in the same direction and it is ratharly to draw far-reaching conclusions
regarding the behavioural differences of men antherm More facts are required in order to
move towards the development of a systematic thebhys work is a small attempt to
investigate the changing behaviour of opposite sexeler different controlled conditions.

JEL classification: C72, C78, C91, C92, J16
Keywords: Ultimatum Game, Human Sex Difference, Social Baha

INTRODUCTION

There is substantial diversity in the social andneenic behaviour of men and
women in most of the societies around the globePakistan, socio-economic groups
behave differently in bargaining. These behavioutifferences in both genders may
affect wages and other economic outcomes. Her@sibleen tried to test the behaviour of
Pakistani people using the Ultimatum Game. Thématum Gamghas been the basis
for many experimental investigations and the ousrnof the ultimatum game are not

Shahid Razzaque <razzaque.shahid@gmail.com> is stmaitive Officer at the Pakistan Atomic
Energy Commission.

Author’s Note:l am very thankful to Prof. Asad Zaman (Ex-Diree€eneral, International Institute of
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and Chief Coordinator, PACK (Professional AcadeniyCommon Knowledge), and the Higher Education
Commission (HEC), Islamabad, for providing funds tlee experimentation. Of course, any omissiongrer
and mistakes are exclusively the responsibilitthefauthor.

In the ultimatum game (UG), two people, a first-raoyproposer) and a second-mover (responder),
are allocated a sum of money, which they can slalrey can come to an agreement. Responders decide
whether to accept or reject offers from the proposiccepted offers are implemented but rejectéetofesult
in both players receiving nothing. Because the psep is allowed to make a take-it-or-leave-it oféerd
because the proposer knows any reasonable respeiidaccept even a little money rather than rejegtan
offer, as the economic theory dictates the propsheuld receive nearly all the money as somettsngetiter
than nothing. But the game-theoretic predictiontfas game is straightforward. If both players eagonal in
the sense that each is concerned only with maxignisis own profit, proposer should propose to kadeput a
penny for himself and give a penny to respondespBeder should accept this proposal since evemmyps
better than nothing [Camerer and Thaler (1995)Giith, et al. (1982)].
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consistent with the results expected from standahomic theory for one-shot and
repeated games [Thaler (1998) and Roth (1995)].

Social Norms defining Fairness$ influence outcomes of Ultimatum Game. These
norms vary across culture. Accordingly, ultimatuamg has been studied in many different
cultures [Croson and Buchan (1999); Rethal.(1991)]. However, we add to this literature
by studying, for the first time; ultimatum gameRakistan also by applying new statistical
techniques which have never been used in exigtiergture. The experiment made in this
paper involves four rounds of ultimatum game. lohe@und the size of the monetary stake
remained unchanged and the gender of the playerdéan recorded. In the first two
rounds the players remained mutually anonymousirBilite next two rounds the gender of
the player is common knowledge. It had been trizcexamine how the behaviour is
affected by the knowledge about gender of the ptayehy do people offer more in their
social negotiations, how people learn from theistpaxperience and the consistency of
social behaviour with the conventional economiaieis.

In the following sections a short overview of thedated literature on ultimatum
game, design of experiment along with the discuseier the experimental results from
Pakistan. The final section was the conclusiongoiity recommendation.

THEORETICAL FRAMEWORK

The role of gender in human decision-making has lee¢ensively analysed in the
literature. More specifically, gender differencesvé been investigated in the
laboratory using several environments one of whilhe Ultimatum Game (UG).
We now review the literature on effects of Gender tbe Ultimatum Game, as a
preliminary to our study of this issue in the comtaf Pakistan.

As far as the Ultimatum Game (UG) is concerned,eE@nd Grossman (2001)
conducted the UG experiment specifically designedetst for gender effects in the
bargaining process. In their design employs thergganethod, they implement an UG
which is repeated along eight rounds. Proposersesgbndents are matched using a face
to face protocol. The sex of a subject’'s partnenéle known by having a group of four
proposers seated facing a group of four respondé&ntigjects have no information on
their partner’s identity. They find that women pospls are, on average, more generous
than men, regardless of the sex of the partnerwamden respondents are more likely to
accept an offer of a certain amount. Furthermorgjvan offer is more likely to be
accepted if it comes from a woman, a result whilinterpreted as chivalry. Women
paired with women almost never fail to reach areagrent. Our design of experiment is
closer to Eckel and Grossman’s design. As in oudysthe players were seated face to
face so that the players may see each other and thak ultimatum decision. Contrary
to the findings of Eckel and Grossman, we find thales made more generous offers in
the case where the gender of the responder wawnkrand also in the case where the
responder was know to be female. This differencemisst likely due to cultural
differences.

2See Eckel and Grossman (2005) for an exhaustivisioavof differences in economic decisions of
men and women. They examined these differencesvieral experimental scenarios.

%In game method the proposer makes an offer whighesented to the responder, who then decides
whether to accept or reject the given offer.
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In another study, Solnick (2001) conducted a orw-6l&G game using the strategy
method® This method generates additional data (the minimwillingness can be
analysed directly) but is thought to lead to maralgical decision-making states than the
game method used by Eckel and Grossman (2001).e6é&dommunicated by the first
name of the counterpart (a practice which Holm (B0fuggests yields the same results
as informing the participant “your counterpart if@male student”; see also Fertshman
and Gneezy (2001). The analysis involved two treaisy In first treatment, players
remained mutually anonymous while in second treatrtige gender of the players was
known to both parties (proposer and respondersd. &talysed the players behaviour
using Wilcoxon test and found that both sexes ntaker offer to women and that both
sexes choose higher minimum acceptable offer (MAD¢n he/she faces a woman. In
general the highest rejection rate exists when mevo player faces a women player.
There are two fundamental differences in our stadg Solnick’s study which are (i)
design of experiment, (ii) strategy to discloseypt&é identity. In Solnick study the
strategy method was used whereas we have not tusgdgy method (methodology of
our study will be discussed in coming chapters)niSk study revealed that players only
knew the gender but they cannot see the playemssiilges while in our study the players
were seated face to face without allowing thematlt to each other. Our results are
substantially different from those of Solnick, mditely due to cultural differences
between Pakistan and USA.

Similarly, Saad and Gill (2001) conducted one sd@ in which subjects face
randomly a subject of the same or contrary gender fhan to woman, woman to man,
man to man and woman to woman). Here each subjeat khe sex of his/her partner.
They found that males make more generous offersyyglitteed against female whereas,
females made equal offers independently of ther@tteex. Our results are similar to
Saad and Gill (2001) but here again there is difiee of experimental design. We have
tested the player’s behaviour under anonymity dsagefull gender knowledge where as
Saad and Gill tested the player’'s behaviour with dender knowledge. Also, we have
used non-parametric test and logistic regressialyais to analyse the distributional
pattern of offers made and the responders’ respmnaeiven offer which was missing in
the Saad and Gill's study. In our study the fenpdégrers have shown learning behaviour
when the gender was unknown but this aspect ofileguwas not discussed in the Saad
and Gill's study. However, in the Saad and Gilldstuan interesting rather more
important parameter of physical attractivenesshef subjects was discussed to explore
the plausible reasons for the gender differencesyfwere also of the opinion that the
physical attractiveness of the subject has a vergortant role in determining the
behavioural response of the subjects in ultimatueme Rating the physical
attractiveness is not easy because this relatie tmental state of mind where the mood
and attitude of the subject also play a pivotaé rdlherefore, we have tried to exclude all
those confounding parameter which may affect theabieur of subjects other than
gender to observe the natural response of the csbyehen they were paired with a
subject of opposite sex.

“Under the strategy method, the proposer decidesffleand, at the same time, the responder records
a minimum acceptable offer. If proposer’s offer &iguor exceeds responder’s minimum acceptable, dffer
offer is accepted and the pie divided accordingraposer’s proposal.
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The factor of physical attractiveness influencing gender decision on the ultimatum
game was also discussed by Solnick and Schweit®89). The study revealed that one’s
own attractiveness did not influence decision ngkiat did influence the decision process of
others. In particular, it was found that more whsred to attractive people and to men, even
though attractive people and men did not demane nhothis study the expected earnings of
attractive people were 8 to 12 percent greater thanexpected earnings of un-attractive
people, and the expected earnings of men were 13 fgercent greater than the expected
earnings of women. Thus, the physical appearagodisantly influenced the types of offers
and demands negotiations. The implications of shigly were consistent with Heilman'’s
(1983) and Rynes and Gerhart (1990) findings.

Botelho, et al. (2000) postulated the hypothesis that behaviodifférences in
bargaining in UG stems from the differences in dgraphic characteristics of the
subjects within each country. They used the dagaipusly collected in the USA and
Russia to test not only for the effects of natidgadn behaviour but also for the effects
of other demographic factors. They found that pegpdoehaviours were fairly similar
across USA and Russia but there were substantffdrelices in behaviour across
genders. The average offers made by female subijetisth USA and Russia about 45
percent of pie whereas, male offered 31.5 percktiteopie. The results of this study are
also in contradiction to our study.

Sutter, et al. (2006) studied the influence of gender and gernukEring on
economic decision making in an experimental twasparUG where the other party’s
gender was known to both subjects. The game wasglaith four treatments (FF, FM,
MF, MM) using the censored Tobit regression analysiwas observed that gender
pairing systematically affects the behaviour. Meerp competition and retaliation was
observed which lowered the efficiency when the banigg partners were having the
same gender and vice versa.

The composition of the gender related games alsectafthe decision of the
subjects as examined by Dufwenberg and Muren (200%y tried to explain how does
gender composition influence team decisions. Thesy dictator ganfe(DG) to address
this issue. The results do indicate that there veggaificant gender effects in group
decisions i.e. female-majority groups give morenidividual recipient and also choose
the equalitarian division more after than male-mgjayroups do. It was also found that
the presence of a man triggers an exaggeratedagtyesamong the women in the group.
The results of Dufwenberg and Muren’s this studgeirees some support from the
observations already raised by Stockatal. (1988). In another paper by Dufwenberg
and Muren (2004) it was examined experimentallyt thaw a person’s generosity
depends on the degree of anonymity between givéneripient, as well as on the sex of
either party. Here again dictator game was useditawds concluded that women were
mere generous than man.

However, to our knowledge there have been no ptiadies involving ultimatum
game to investigate gender effect in Pakistan.

®In the dictator game, the first player, “the progds determines an allocation (split) of some
endowment (such as a cash prize). The second pldagefresponder”, simply receives the remaindethef
endowment not allocated by the proposer to him3&lé responder’s role is entirely passive that &g ho
strategic input into the outcome of the game [Camand Fehr (2003)].
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DESIGN OF EXPERIMENT

The ultimatum game was tested in the Govt. PostgitedCollege Nawabshah,
Ghizer, Kharan, Rawlakot and Professional AcadefmiZa@mmon Knowledge, Lahore
(PACK) separately at the stake size of Rs 100, istng of four rounds. The stake size
remained fixed through out the stulfthe advertisement about the game was done
through pasting the posters in the institutes. NMows up fee was taken from the
participants. A short seminar was conducted in otdexplain the rules of the game to
the students. Thirty pairs of postgraduate studeatssisting of thirty male and thirty
females from eaclbovt. Collegewere chosen except ten pairs of postgraduateistsid
consisting of ten male and ten female, were chéreen PACK for the experiments.

In the first round aGovt. Collegesthere were 15 male and 15 female proposers,
with 15 male and 15 female responders buPACK there were 5 male and 5 female
proposers, with 5 male and 5 female responders.iddmgity and gender of the players
was kept secret in the first two rounds. The expenter was the only one who has
complete knowledge of the player's gender (ideptifynere was no opportunity for the
mutual coordination among the proposers as welthasresponders through out the
experiment. The proposers were placed in one rauifrtlze responders in another. Two
persons were assisting the experimehtén. the start of round every player was allotted
an identity number. In each round the players (pseps) were given a slip to write their
identity number and make their offer. They haveydmlo minutes to make their offer
and then the assistants collected the offer skyktaok them to the responders to make
their decision (either to accept or reject the Rff&fter making the decision, the slips
were taken back and given to the experimenter andhbn announced the resulting
payoffs to the players. After the announcement ghgment was made to the players
according to their decided share. After that rotinel players have to answer a short
guestionnaire. The same methodology was adapteteirsecond round with a slight
difference that male proposers were making theiersfto the male responders and
female proposers were making their offers to tmeafle responders. However, the gender
was still not the not known to both player’s pastie

In the next two rounds (third and fourth) the playeere seated face to face and the
gender became a common knowledge. But still thgepdawere not allowed to make mutual
conversation. Here in the third round, all the np#g/ers were chosen to make offers to all
the female responders. After that round both thtéigsahave to answer the questionnaire
regarding their decision and hand it over to th@edarenter. In the fourth round, the role of
proposer and responder was swapped within the ngeedler pairs selected in the third
round. After all these experimental rounds, thegiis had passed through a short interview
regarding their preferences and their attitude tds/the opposite sex.

RESULTSAND DISCUSSION

(i) Round 1

In this round of play the both the player partiegevignorant of the gender of each
other and there was no provision of making anytdil or multilateral conversation

®Including all the rounds 1, 2, 3, 4.
"One man in the proposer’s room and the other imegonder’s room from the respective institute.
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among them. The hypothesis we were trying to test s that either the distribution of
male and female offer differ significantly from éaother or otherwise. In this context
two sample Kolmogorov-Simrnov Test (K-S Teésfipr additional econometric analysis
logistic regression model and mean comparisorhéat been used.

While analysing the offer pattern of male and feamal round I, it was observed
that offers were not the same, meaning that there wignificant differences in the offer
pattern of male and female players according tadkelts of K-S Test (Table 1). As the
computedb-valuewas less than significance leval € 005), also the computed value of
(Absolute Difference of Cumulative Distribution Ftions) wasD = 0.246 which was
higher than the critical value & = 0.175atn=65 rejecting the null hypothesis.

Table 1

Kolmogorov-Simrnov Test for Distributional Analysis

Two Sample Kolmogorov-Simrnov Test
(Two Tailed Test)

Variables Round 1 Round 2 Round 3 and 4
D 0.246 0.138 0.331
P-value 0.025 0.457 < 0.0001
Alpha (Level of Significance) 0.05 0.05 0.05

The gender effect was also analysed by using thieaiemean comparison by
taking in account the more offer given by eithedera female. In Table the results of
mean comparison test for male and female offere lmeen shown for this purpose. It
was observed that the male players on the average more offers than the female
players as average male offers was 40.492 andgevéeaale offers was 37.538. These
results were statistically significant to rejece thull hypothesis of no difference in male
and female offers. Graphically, it was represeieigure 1, which clearly showed that
there were substantial differences in the offetguatof male and female offer curves
(both offer curves for male and female players gadlgt took the same pattern of offer
after the offer of Rs 40 and offers made less fRRad0.

Table 2
Mean Comparison Analysis for Male and Female OffiefRound 1
Variable  Mean N SD Assumptions T-stat P-value
F1 37.538 65 8.5697 Equal Variances -2.39 0.0181
M1 40.492 65 5.0563 Unequal Variances -2.39 0.0185

5This test is used to investigate the significantelifierence between two population distributions,
based on two sample distributions [Kinji (1999)heTmethod used here is that we have segregatedatleeand
female offers with sample sizd & n2, then we have calculated the cumulative distrdsufunctionsSn1(Xm)
& Sn2(Xj for male and female sample respectively. Therheae calculated the absolute difference between
cumulative distribution functionSn1(Xm)& Sn2(Xf) Hence, the maximum value of the difference betwee
Sn1(Xm)& Sn2(Xj is calculated denoted as maximum valu®aind compared with the critical value of the
null hypothesis(Ho: Pm=Pf H1: Pm:Pf). As if the observed value exceeds the criticdlueathe null
hypothesis is rejected or otherwise. See Appendax &xplanation of Kolmogorov-Simrnov hypothesis.
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Fig. 1. Cumulative Distribution Curvesfor Male and Female Offersin Round 1
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The logistic regression function was used to dbscthe probability of rejection
for each given offer by including the gender valeatirst and then by dropping it. The
logistic regression model given below:

exp@ +pBX
o(x) =1 SXPE+BX)
1+(a+BX)
Where,p is the probability of rejection and is the offer amount, as a proportion of the
total stake. The rejection behaviour of each sarimda is described by two parameters
andp.

R =¢ (0+BO+yG) with gender variable (D)
R =¢ (a+B0O) without gender variable ... .. (2

Where: @ denotes the Cumulative Density Function for th&n8ard Normal
Distribution.

Where: R = Response of Responders to the proposed offettsebiyroposers.
O = Offers made by Proposers to the Responders.
G = Gender of Proposers.

In this specification gender and response of taggyks were the dummies that take
value “1” for female proposers and “0” for male posers. Similarly, value “1” is also
for the offers being accepted by the responders'@nfir the rejected offers.

The results of logistic regression Equation (1)egivn Table 3 imply that the role
of gender on responder’s decision was insignificAfgo the test results do indicate that
higher offer rate increases the probabilityadfceptance for a given offer (i.¢he



Table 3
Logistic Regression Model including Gender Variable

Round 1 Round 2 Round 3 & 4
Variables Coefficient S.E Z -Stat P-Value  Coefficient S.E 17238 P-Value  Coefficient S.E Z-Stat P-Value
Intercept (C) —24.7334 6.3252 -3.9102 0.0001 -3g.30 11.3363 -3.3789 0.0007 -23.6378 4.3067 -5.4887 .0000
Gender (G) -1.8431 1.2025 -1.5328 0.1253 —-2.3009 6320. -1.4099 0.1586 -1.0974 0.7365 -1.4899 0.1363
Offer (O) 0.7669 0.1897 4.0419 0.0001 1.1517 0.3422 3.3651 0.0008 0.6369 0.1101 5.7842 0.0000
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coefficient of offers i.e. O = 0.7669). Therefotbe response of responder was not
influenced by the gender of the players. In-fa@r¢his no difference in rejections by
gender—as both the sexes have the same behavgardireg rejecting the unfair offers.
Table 4, clearly showed that there is 100 percgjection for all the offers below Rs 30
and all the offers above Rs 40 were accepted Hyinale and females.

Keeping the same phenomenon the logistic regresgisnalso tested by dropping
the gender variable from the model. Here, agairtéberesults for Equation (2) given in
Table 5 ascertain the results/estimates of thesfiegiEquation 3 with gender that higher
the offer rate the higher will be the acceptante.r@able 5 and Figure 2, where it was
explained that the offer over Rs 40 were {havinghbr probability} always accepted
and the offers below Rs 40 were always rejected.

Fig. 2. Logistic Regression Curvefor Round 1

Logistic regression of R1 by O1 when gender effect
is insignificant
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In short, the results of Round 1 do indicate that pattern of offer for both male
and female proposer was different from each othale proposers on average offered
more than the female proposers; which was consistith the results observed by Saad
and Gill (2001). As Saad and Gill conducted a dmat &G and found that male offered
more when paired with female players whereas, tbmafe made equal offers
independent of sex of the partner.

(i) Round 2

The second round of experimentation was also choig without the knowledge
of gender to both the parties. But there was sliffiainge of design that the male players
were making offers to male players and female tale? The game was played with
complete anonymity on the part of both partieslajers.

Experimenter was the only one who was well awarb@fchange in the design of experiment.



Table 4

Percentage Analysis for Acceptance and Rejection of Offers for Round 1

0 11 21 31 a1 51 61 71 81 91
to to to to to to to to to to
Offer Range 10 20 30 40 50 60 70 80 90 100 Sum
Overall Offers Male 0.00 0.00 0.09 0.34 0.55 0.02 0.00 0.00 0.00 0.00 1.00
(0/65) (0/65) (6/65)  (22/65)  (36/65)  (1/65) (0/65) (0/65) (0/65) (0/65)
Female  0.00 0.03 0.25 0.32 0.37 0.03 0.00 0.00 0.00 0.00 1.00
(0/65) (2/65)  (16/65)  (21/65)  (24/65)  (2/65) (0/65) (0/65) (0/65) (0/65)
Accepted Offers  Male 0.00 0.00 0.00 0.34 0.55 0.02 0.00 0.00 0.00 0.00 0.91
(0/65) (0/65) (0/65)  (22/65)  (36/65)  (1/65) (0/65) (0/65) (0/65) (0/65)
Female  0.00 0.00 0.00 0.26 0.37 0.03 0.00 0.00 0.00 0.00 0.66
(0/65) (0/65) (0/65)  (17/65)  (24/65)  (2/65) (0/65) (0/65) (0/65) (0/65)
Rejected Offers ~ Male 0.00 0.00 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09
(0/65) (0/65) (6/65) (0/65) (0/65) (0/65) (0/65) (0/65) (0/65) (0/65)
Female  0.00 0.02 0.25 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.34
(0/65) (2/65)  (16/65)  (5/65) (0/65) (0/65) (0/65) (0/65) (0/65) (0/65)




Table 5

Logistic Regression Model without Gender Variable
Round 1 Round 2 Round 3 and 4
Variables Coefficient S.E Z-stat P-value Coefficient S.E Atst P-value Coefficient S.E Z-stat P-value
Intercept (C) —25.2654 6.1479 —4.1095 0.0000 -32.6848 8.9174 653.6  0.0002 —24.2138 4.2095 -5.7521 0.0000
O (Offer) 0.7481 0.1768 4.2327 0.0000 0.9523 0.2549 3.7360 0.0002 0.6309 0.1055 5.9782 0.0000
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The overall average offer of male players was R8@B.and by female players Rs
38.662 (Table 6). It was observed that out of 65 il 65 FF offer, 78 percent of the
male and 69 percent of female offers were accepiesever, the average rejection in
MM and FF offers were Rs 30.02 and Rs 27.70. Thisepn of offers by proposers and
responders in comparison to round 1 showed thdbdkie the parties have realised that if
they want to earn or want to gain any monetary fietteen they have to make some
what fair offer i.e., close to Rs 40 and above las dffers below Rs 40 were mostly
rejected by both the parties in round 1. The oVeegbction rate in FF and MM offers
were 31 percent and 22 percent respectively. Argimg aspect in round 2 was that the
female players have shown a little tendency of mgdome what higher offers because
the average offer rate has increased which reslyltdacreased the rejection rate of the
female offers as compared to rountf but this increase in offer rate is statistically
insignificant (Table 8). Conversely, the rejectiates for male offers have increased as
compared to round *. While analysing the said behaviour it was revedt in Round
1 there were 34 percent and 44 percent of the offeade by female and male players
within the range of Rs 31-50 respectively. On ttieeohand, in Round 2 the offers made
by female players for the range of Rs 31-50 in@gde 37 percent whereas, the male
offers decreases to 41 percent. Therefore, itfis teasay that females have learnt from
their past experience and made higher offers an@smaduced their offers in wrong
anticipation of opponent’s behaviour. Thus ther@sva convergence in behaviour—
females increased their offers and males decretimdd offers so that, in the second
round, their was no significant difference in thalenand female offers (unlike the first
round).

Table 6
Descriptive Statistics for Round 2
Round 2 (Unknown Gender) Percentage Mean
Comparison of Offers (n=65) Accept Reject Accept Reject
Female Offers to Female (FF) 69% 31% Rs 43.49 Rs 27.70
Male Offers to Male (MM) 78% 22% Rs 44.40 Rs 30.02

Table 7 shows the majority of the male and femdfiere were in the offer range
(41 to 50), i.e. 49 percent (32/65) and 45 per2@ai65) of the pie for male and female
proposers respectively with 0 percent rejection.raihe overall offers which have been
accepted and rejected falls with in the range ofp&fcent (45/65) (female accepted
offers) and 78 percent (51/65) (male accepted ®)ffevhereas, the rejection rate for male
offers was 22 percent (14/65) and for female ofgrpercent (20/65).

During the interview session, it was concluded ttieg players have had a
tendency to learn and coverage their offers toatherage offers i.e. Rs 40 and above.
This was also discovered that the playerkeeitmale or female do not like to haaa

%n Round 1 female rejection rate was 34 percentimritbund 2 female rejection rate was 31 percent
(Tables 4 and 6).

"n Round 1 male rejection rate was 9 percent anBdand 2 male rejection rate was 22 percent
(Tables 4 and 6).
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Table 7
Percentage Analysis for Acceptance and Rejecti@fiafrs for Round 2
0 11 21 3L 4 51 6L 71 8L o1
to to to to to to to to to to Sum
Offer Range 10 20 30 40 50 60 70 80 90 100
Overall Offers Male 000 000 018 029 049 003 000 000 000 000 1.00
(0/65) (0/65) (12/65) (19/65) (32/65) (2/65) (0/65) (0/65) (0/65) (0/65)
Female 0.02 003 022 029 045 000 000 000 000 000 1.00
(1/65) (2/65) (14/65) (19/65) (29/65) (0/65) (0/65) (0/65) (0/65) (0/65)
Accepted Offers Male  0.00 0.00 0.0 026 049 003 000 000 000 000 078
(0/65) (0/65) (0/65) (17/65) (32/65) (2/65) (0/65) (0/65) (0/65) (0/65)
Female 0.00 000 000 025 045 000 000 000 000 000 0.69
(0/65) (0/65) (0/65) (16/65) (29/65) (0/65) (0/65) (0/65) (0/65) (0/65)
Rejected Offers Male  0.00 0.0 018 003 000 000 000 000 000 000 0.22
(0/65) (0/65) (12/65) (2/65) (0/65) (0/65) (0/65) (0/65) (0/65) (0/65)
Female 0.02 003 022 005 000 000 000 000 000 000 031
(1/65) (2/65) (14/65) (3/65) (0/65) (0/65) (0/65) (0/65) (0/65) (0/65)

offer which is slightly unfair i.e. less than Rs. 36 majority of the offers below Rs 40
were rejected because the players feel it uhfair.

For detailed statistical analysis to examine théab®ural responses of the
players, in this round of play pooled offer datsswaed. The results of K-S Test in Table
1 indicated that there were no differences in fils&ributional pattern of the offers among
male and female players as the compytedlue(p = 0.457)was greater than the level
of significance@ =0.05. Also the computed value &f = 0.138was less than the critical
value ofD = 0.175atn = 65. Table 8showed the results for the test of mean comparison
also imply that the offer pattern of male and fesndid not differ systematically from
each other. This behavioural pattern has been mpegraphically in Figure 3 showing
no variation in the offer pattern of male and feesahcross this round. It was also
explained that the average male and female offeRaund 2 were (41.308 and 38.662
respectively) insignificant to show any change werall average offer pattern of male
and female.

Table 8
Mean Comparison Analysis for Male and Female OffiefRound 2
Variable  Mean N SD Assumptions T-stat P-value
F2 38.662 65 9.2505 Equal Variances 1.78 0.0775
M2 41.308 65 7.8281 Unequal Variances 1.78 0.0776

25ee offer ranges in Tables 4 and 7 and Offer paiteFigures 1 and 3. Also During the experimental
analysis of gender effect it was interestingly obed that as in rounds 1 and 2 the knowledge oflgewas
not known to both the parties and when they wekedasbout their behaviour/prediction that what tgbe
offers they were trying to offer to responders &odh responders that what type of offers they veeqeecting
and were ready to accept. Both the parties answahenbst 92 percent of the players) that they wsjieg and
expecting such an offer which can made both of thetter off so in this pursuit they preferred fair fplay.
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Fig. 3. Cumulative Distribution Curvesfor Male and Female Offersin Round 2
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If we look at Tables 3 and 5 for the logistic reggien results for the regression
with and without gender variable to analyse theab&ur of the responders it was
observed that still the role of gender was insigaiit in affecting the responder’s
behaviour. The results of logistic regression weame as in Round 1 showing that as the
offer rates were increasing acceptance rate fogthen offers were also increasing. In
contrast with Eckel and Grossman (2001), we firat there is no difference in rejection
behaviour of males and females conditional on tffer aeceived. However, since
females received higher offers, they rejected ¢d®s in our experiment.

This behaviour of the players was presented grapfim Figure 4 Where it was
obvious that as the offer rate was getting closeR$ 40. The acceptance rate was
gradually rising and after Rs 40 showing almost p@écent acceptance rate. At Rs 30
and below, the rejection rate was 100 percent.

Fig. 4. Logistic Regression Curvefor Round 2

Logistic regression of R2 by O2 when gender effect
is insignificant

R2

® Active Model
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The results observed in Round 2 were consisteit thié findings of Sutteet al.
(2006), Dufwenberg and Gneezy (2004) and Bolton Katbk (1995) in which they
employed to play a two player dictator gdfhand found no differences in male and
female offers. Similarly, we also found no diffeces in the offer pattern of male and
female in Round 2 and conclude that in this Rouhplay male and female offers were
same. As the structure of our study was basederetbeated games and the players were
employed for the four sessions of real money play.

Comparison of Rounds 1 and 2

While comparing the male offers in Round 1 with enaffers on Round 2 it was
observed that the offer pattern of male playersmeshe same across the rounds as the K-S
Test results for analysis male offers in Roundsd 2 rejected the null hypothesis showing
significant differences in the offer pattern of mallayers, because compuiedalue was
lower than@ = 0.05, also the computed value Bf(0.246)was higher than the critical value
of D = 0.175atn = 65 (Table 9). This has been presented graphicalligare 5 On the
other hand, the comparative analysis of female pffittern across both rounds (Round 1 and
2) we found no significant change in the offer grattof females as the K-S Test results
showed in Table 18ccepted the null hypothesis showing no differeicé®e offer pattern of
female players in both these rounds (the comppitealue = 0.614is higher than thex =
0.05and also the computed D-valuelbf 0.123is lower than the critical value 6 = 0.175
atn = 65). Graphically this behaviour is represented in Féghir

Table 9

Kolmogorov-Simrnov Test for Inter Round Gender $sial

Two Sample Kolmogorov-Simrnov Test
(Two Tailed Test)

Variables M1 & M2 F1&F2
D 0.246 0.123
P-value 0.023 0.614
Alpha (Level of Significance) 0.05 0.05

Fig. 5. Cumulative Distribution Curvesfor Male Offersin Rounds 1 and 2

Cumulative Distributions (M1 / M2)
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The structure of game for Bolton and Katok (199%) &ckel and Grossman (2001) were same.
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Fig. 6. Cumulative Distribution Curvesfor Female Offersin Rounds1and 2
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The mean comparison for male offers in Round 1raaté offers in Round 2 also gave a
clear indication that on average there were noifsignt differences among the male and
female offers across rounds (Tables 10 and 11).

Table 10
Mean Comparison Analysis for Male Offers in Roubdsd 2
Variable Mean N SD Assumptions T-stat P-value
M1 40.492 65 5.0563 Equal Variances -0.71 0.4818
M2 41.308 65 7.8281 Unequal Variances -0.71 0.4820
Table 11
Mean Comparison Analysis for female Offers in Reuhdnd 2
Variable  Mean N SD Assumptions T-stat P-value
F1 37538 65 8.5697 Equal Variances -0.72 0.4740
F2 38.662 65 9.2505 Unequal Variances -0.72 0.4740
Rounds 3 and 4

The most distinctive point in both these rounds ted the players were having
the complete knowledge of gender as both partiep@sers and responders were seated
in-front of each other). Therefore, we have triedrtake analysis of the results when the
males were proposers and females were respond#rsasults when the females were
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proposers and males were responders. We combinethealoffer data of all the
experimental locations and tried to figure out hbehavioural patterns of players
changes or affected by the knowledge of gender.

In round 3, when males were making offers to fenpddgers the acceptance rate
was 93 percent and the average of accepted offas Rs 50.80. Here, the male
proposers have shown a strong tendency of offaringe than even split of the money
because 30 percent of the offers made were abov@RS$his clearly showed that the
behaviour of male players has changed consideraldgmparison to rounds 1 and 2. As
there was 68 percent of the male offers made withe range of Rs 40 to 50. However,
in round 4 female players were the proposers aadrthle players were responders and
the behaviour of female players was quite differfom previous two rounds. The
tendency of offering more than Rs 50 was as lowB geercent of the offers to male
players. However, there is high proportion of feenaffers in the range of Rs 40 to 50
(even split of money) i.e. 90 percent. The oveabrage of accepted female offers was
Rs 45.37 which was less than the male offers imdo8. Similarly, 74 percent of the
female offers in round 4 were accepted by malegrlgnd 26 percent were rejected. It
was observed that all the offer below Rs 45 wejected by male players as the average
of accepted offers was Rs 45.37 (Tables 12 and[®)ing investigation it was found
that males were expecting the same altruistic hebayrom females in round 4 but the
females were more sensitive to fair play therefmades retaliated and rejected all the
offers which were slightly unfair offers i.e., R8 dnd below. From our interviews, it is
clear that this is due to local cultural norms, ethdiffer from those, prevalent in the
Western cultures studied.

Table 12

Descriptive Statistics for Rounds 3 and 4

Rounds 3 and 4

(Known Gender) Comparison of Percentage Mean
Offers (n=130) Accept Reject Accept Reject
Male Offers to Female in R 3 (MF  93% 7% Rs 50.58 Rs 31.33
Female Offersto MaleinR 4 (FM  74% 26% Rs 45.37 Rs 35.25
Table 13
Percentage Analysis for Acceptance and Rejectiddffgfrs for Rounds 3 and 4
0 11 21 31 41 51 61 71 81 91
to to to to to to to to to to
Offer Range 10 20 30 40 50 60 70 80 90 100 _Sum

Overall Offers M 001 000 002 010 058 022 005 002 001 001 100
(1/130) (0/130) (2/130) (13/130)(76/130)(28/130) (6/130) (2/130) (1/130) (1/130)

000 000 007 032 058 003 000 000 000 000

(0/130) (0/130) (9/130) (41/130) (76/130 (4/130) (0/130) (0/130) (0/130) (0/130)

Accepted Offers M 000 000 000 005 058 022 005 002 001 001 093

(0/130) (0/130) (0/130) (7/130) (76/130)(28/130) (6/130) (2/130) (1/130) (1/130)

0.00 01 015 055 0.03 .00 0.00

F 1.00

F 0.00 0.0 ) . 0.00 000 0.0 0.74
(0/130) (0/130) (1/130) (19/130)(72/130) (4/130) (0/130) (0/130) (0/130) (0/130)
Rejected Offers M 001 000 002 005 000 000 000 000 000 000 0.07

(1/130) (0/130) (2/130) (6/130) (0/130) (0/130) (0/130) (0/130) (0/130) (0/130)
F 000 000 006 017 003 000 000 000 000 000 0.26
(0/130) (0/130) (8/130) (22/130) (4/130) (0/130) (0/130) (0/130) (0/130) (0/130)
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Here, it can be seen that male have made much rhaffes to female players.
Therefore, it was obvious that acceptance rateal@shigh and rejection rate was low.
But in response to high offers the female playergehnot made high offers which the
male players were expecting. The female player® et deviated from their over all
offer pattern and made the offers in the corridafrgven split of money. In response,
male players rejected all the offers which wereolseRs 45. Comparing the results of
both 3rd and 4th round it can be concluded thatethas been strong reciprocal effect
from the male side by not accepting any offer belRewv45.

The results of K-S test (Table 1) showed thatrihé hypothesis of no-difference
in male and female offers was rejected, as the otadpP-value was lower than the level
of significance also the computed valueDsf0.331 was higher than the critical value of
D=0.1193 at n=130. Therefore, we can conclude that distribution aflenand female
offers were statistically different from each othérhis has also been explained
graphically (Figure 7). In Figure 7, it was quitear that the offer curves for both male
and female proposers have no resemblance and teey showing different pattern of
offers. As far as the females are concerned, offierding from the range of Rs 20 to 30
and it ended up to Rs 5Where as the male offer curve started from thé Rs 20 and
ended at Rs 100. The spread of male offers wasrld@ the female offers as majority
of the female offers were clustering within the ganof Rs 30 to 50, where as, the
majority of the male offers were clustering withive range of Rs 40 to 60 but still there
were few outliers (extreme offers very rarely obsd) like the offer of Rs 10 and Rs
100.

Results of the test for mean comparison showedathaverage male players were
offering move as compared to female players aeerage male offer = 49.462 and
average female offer = 42.748hese results were also statistically significenteject
the hypothesis of no difference in male and fero#fiers on average and it can clearly be
interpreted that distributional gap in the offehbeiour of proposer exist in both rounds
3 and 4 (Table 14). These results are in contriadietith the findings of Solnick (2001),
Eckel and Grossman (2001), Dufwenberg and Mure@5p@nd Botelhoet al. (2000) in
which it was found that females on the average gawee to males.

Fig. 7. Cumulative Digribution Curvesfor Male and Female Offersin Rounds3 and 4
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Table 14
Mean Comparison Analysis for Female Offers in Reuddnd 4
Variable Mean N SD Assumptions T-stat  P-value
M3 49.462 130 10.477 Equal Variances 6.29 0.0000
F4 42.746 130 6.1887 Unequal Variances 6.29 0.0000

It was observed that the results of logistic regjiees model (with and without
gender variable) showed insignificant gender inflee Also the propensity of accepting
higher offers was still their, means as the offaierwas increasing the probability of
accepting the offer was also increasing (Tables®%. This same behaviour was also
represented graphically in Figure 8 given below.

Fig. 8. Logistic Regression Curvefor Rounds 3 and 4

Logistic Regression of R34 by O34 when the gender effect
isinsignificant

R34

034

® Active Model

Hence, it was concluded that distribution gap ie thsponder’s behaviour for a
given offer were present. Moreover, the behavioyattern of offering high was
triggered by the knowledge of gender as both matefamale proposers started offering
more as compared to their average offers in Roundsd 2. The effect of gender
knowledge was more dominant on the male offersaimdst more than 50 percent of the
pie was offered. Whereas, the female offers wereeased but not more than 50 percent
of the pie. Such type of behaviour has not beerervis in the literature. The modal
(most common and ideal) offer according to ultinatgame theory was 50-50 percent of
the pie [Camerer (2003)] and the results of thislgisupport this argument.
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Comparison of Pooled Offers of Rounds 1 and 2 with the Offers of Rounds 3 and 4

In order to have a detailed comparison of offetgyatfor all the rounds of play
with and without the knowledge of gender, the offata for rounds 1 and 2 was pooled
and was then compared with the offer data of rondsd 4.

Table 15

Kolmogorov-Simrnov Test for Distributional Analy&is
Pooled Data of Rounds 1 and 2 with Rounds 3 and 4

Variables Two Sample Kolmogorov-Simrnov Test (Twail@d Test)
D 0.3654

P-value 7.6071 E-16

Alpha (Level of Significance) 0.05

Here, the K-S test results given in Table 15 cleeg|ect the hypothesis that both
the distribution with gender and without gender \lezlge was significantly different.
As the computegh-valuewas lower than the significance level and alonthwhat the
computed value ob=0.3654was higher than the critical value B£0.1193 Hence, it
can easily be derived that there were significéffér@nces in the pattern of offers across
rounds.

The results also explained the fact that the ramgere there was high probability
of acceptance was (40-60) percent of the pie.lddjistic curves presented in Figures 2,
4 and 8 showed that majority of the offers weresigting within the said range of offers.
Although, there were few offers which were overp@@cent of the pie with almost 100
percent acceptance rate (as per the ultimatumyjféand there was high rejection rate
for the offers below 40 percent of the pie.

CONCLUSION

This study reports the results of a series of erpents designed and conducted to
determine the behavioural pattern of people in ®aki Unlike many previous studies,
we found male offers to be more generous then fewférs. Also, knowledge of gender
increases the average offer in both MF (Male to &ejrand FM (Female to Male) pairs.
In particular, males offered more than 50 percenfemales in about 30 percent of the
cases, whereas this never occurred in female dffensales. Pakistani cultural norms of
chivalry and courtesy towards females lead malesake hyperfair offers, and also to
expect reciprocity. However, females are trainetl tnorespond to overtures by males,
and do not change behaviour. Males expect to bardad for high offers, and do not
receive this reward and hence reject much morendfian they do in earlier rourids
The results of this paper are in contradiction whbk evidence that females are more
generous than the males [Andreoni and Vesterluf@XP Eckel and Grossman (2001)].
It was also observed that in this particular sttltht the males displayed a rather severe
reaction for unfair offers.

For detail survey analyses see Camerer (2003) atid (R995).
See Tables 13 and 14 offer and rejection pattemadé and female players in Rounds 3 and 4.
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Cultural norms differ in Pakistan and Western siege In West, women can make
generous offers to males without being seen asafi@her flirtatious. In Pakistan a girl
offering more than 50 percent to a boy would be-uniderstood as being forward. The
third and fourth rounds showed the strong impacteafiprocity. Hyperfair offers by
males were not reciprocated by females, and metiattd by higher rejections. One
important finding of this study was that the playelid not show any fear of rejection
while making their offers, as the male and femd&ygrs during interviews explained
that if they were having any concern for the fefrejection of their offers they would
defiantly offer much more in the other rounds adyplTherefore, we can conclude that
the behaviour of the people of Pakistan is in aufittion with the conventional
economic thinking [Eckel and Grossman (1996)].

APPENDI X-I
The Kolmogorov-Smirnov test compares two distribog. This test is used for
distribution fitting tests for comparing an empaicdistribution determined from a

sample with a known distribution. It can also bedidor comparing two empirical
distributions [Massey (1951)].

Note: This test enables the similarity of the distribag to be tested at the same time as
their shape and position.

Take sampleS1 comprising n1 observations, withF1 the corresponding empirical
distribution function. Take second sam@& comprisingn2 observations, with2 the
corresponding empirical distribution function.

The null hypothesis of the Kolmogorov-Smirnov testlefined by:

HO : F1(x) = F2(x)
The Kolmogorov statistic is given by:
D1 is the maximum absolute difference between thedmpirical distributions. Its value
therefore lies between 0 (distributions perfectlgnitical) and 1 (separations perfectly
separated). The alternative hypothesis associatadhis statistic is:

Ha: F 1(x)? F 2(x)

The Smirnov statistics are defined by:
The alternative hypothesis associated \lithis:

Ha: F1(x) < F 2(x)
The alternative hypothesis associated \bighis:

Ha: F1(x) > F 2(x)
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APPENDIX-I1

QUESTIONNAIRE

(ROUND # ID # )

NAME

EDUCATIONAL QUALIFICATION
MARTIAL STATUS (MALE/FEMALE)
AGE

SALARY/POCKET MONEY (MONTHLY) Rs
NATIVE CITY / VILLAGE

S e o

7. For Proposer
Have you made your offer/decision on the basig ®fck as appropriate)

* You Like Fairness

* You are afraid of Rejection

« You are kind enough to others (Altruistic)
« Any other reason explain briefly.

8. For Responder

Have you made your decisionon the basis of: (Tick as appropriate)
* You Like Fairness
* You are kind enough to others (Altruistic)
» As a Reaction (Reciprocation)
« Any other reason explain briefly
**= your decision (Accept/Reject) Offer.

APPENDIX-I11

DECISION SLIP

Round # For Rupees
P1ID # P1 Offer
P2ID # P2 Decision (A/R)

** A= Accept R=Regject
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APPENDIX-1V
Abbreviations

M1 - Offers by male proposers in Round-1
M2 - Offers by male proposers in Round-2
M3 - Offers by male proposers in Round-3
F1 - Offers by female proposers in Round-1
F2 - Offers by female proposers in Round-2
F4 - Offers by female proposers in Round-4
R1 - Offers rejected in Round-1
R2 - Offers rejected in Round-2
R3 - Offers rejected in Round-3
R4 - Offers rejected in Round-4
R34 - Offers rejected in Rounds-3 and 4
o1 - Offers made in Round-1
02 - Offers made in Round-2
03 - Offers made in Round-3
04 - Offers made in Round-4
034 - Offers made in Rounds-3 and 4

Male Offers
- Female Offers

LI
I

REFERENCES

Andreoni, J. and L. Vesterlund (2001) Which is F@x? Gender Difference in Altruism.
Quarterly Journal of Economickl6, 293-312.

Bolton, G. and Katoc (1995) An Experimental Test@ender Differences in Beneficial
Behaviour. Economic LettersA8, 287-92.

Botelho, A., M. A. Hirsch, and E. E. Rutstrom (200Culture, Nationality and
Demographics in Ultimatum Game. Universidade do hdin(Working Paper Series
No. 7.)

Camerer, C. (2003Behavioural Game Theory: Experiments in Strategiteraction.
Princeton: Princeton University Press.

Camerer, C. and R. Thaler (1995) Anomalies: Ultima, Dictators and Manners.
Journal of Economic Perspective®, 209-19.

Camerer, C. and E. Fehr (2003) Measuring Socialmsoand Preferences Using
Experimental Games. A Guide for Social Scientiststitute of Empirical Research in
Economics, University of ZuricHWorking Paper No. 97.)

Croson, R. and N. Buchan (1999) Gender and Cultimgrnational Experimental
Evidence from Trust Game&merican Economic Revie®9, 386—391.

Dufwenberg, M. and U. Gneezy (2004) Gender and dionation. (Working Paper.)
Department of Economics, University of Arizona.

Dufwenberg, M. and A. Muren (2005) Gender Compositin Teams. Department of
Economics, University of Arizona. (Working Paper.)

Dufwenberg, M. and A. Muren (2004) Generosity, Apoity, Gender.Journal of
Economic Behaviour and Organisatidi, 42—49



46 Shahid Razzaque

Eckel, C. and P. Grossman (1996) The Relative Rrfideairness. Gender Differences in
a Punishment Gaméournal of Economic Behaviour and Organisat®®y 143-58.
Eckel, C. and P. Grossman (2001) Chivalry and &ahg in Ultimatum Games.

Economic Inquiry 39, 171-88.

Eckel, C. and P. Grossman (2005) Differences innBmic Decision of Men and
Women: Experimental Evidence. In C. Plott and V.it8n{eds.) Handbook of
Experimental Economics Result New York/North Holland

Fertshman, C. and U. Gneezy (2001) Discrimination Segmented Society: An
Experimental ApproactQuarterly Journal of Economic851-377.

Guth, W., R. Schmittberger, and B. Schwarze (1988) Experimental Analysis of
Ultimatum BargainingJournal of Economic Behaviour and Organisati®@, 367—
388.

Heilman, M. E. (1983) Sex Bias in Work SettingseTltack of Fit ModelResearch in
Organisational Behavious, 269-298.

Holm, H. J. (2000) Gender Based Focal Poi@ames and Economic BehavioB82:
292-314.

Kanji, K. G. (1999)100 Statistical TestdNew Edition.Sage Publications 64—65

Massey, F. J. Jr. (1951) The Kolmogorov-Simrnovt fes Goodness of Fitlournal of
the American Statistical Associatidr6, 1990.

Roth, A. E. (1995) Bargaining Experiments. In &gkl and A. E. Roth (ed$)andbook
of Experimental EconomicBrinceton, N. J: Princeton University Press. 238-3

Roth, A. E. and Ido Erev (1995) Learning in Extemesi-Form Games: Experimental
Data and Simple Dynamic Models in the Intermediegéems. Games and Economic
Behaviour8, 164-212.

Roth, A. E., V. Prasnikar, Okuno-Fujiwara, and &midr (1991) Bargaining and Market
Behaviour in Jerusalam, Ljubljana, Pittsburg andkybo An Experimental Study.
American Economic Revie®l, 1068-1095

Rynes, S. and B. Gerhart (1990) Interviewer Assesssnof Applicant ‘Fit: An
Exploratory InvestigatiorPersonal Psycholog§3, 13-34

Saad, G. and T. Gill (2001) Sex Differences in thkimatum Game.Journal of
Bioeconomics,171-193.

Solnick, S. (2001) Gender Differences in Ultimat@ame. Economic Inquiry39:2,
189-200.

Solnick, S. and M. E. Schweitzer (1999) The Infleerof Physical Attractiveness and
Gender on Ultimatum Game Decisio@rganisational Behaviour and Human
Decision Processe&d:3,199-215.

Stockard, J., A. J. C. Van de Kragt, and P. J. Rod®88) Gender Roles and Social
Delimmas: Are There Sex Differences in Cooperatiad in its Justification®ocial
Psychology Quarterl$1, 154-163

Sutter, M., R. Bosman, M. Kocher, and F. Van Wind2006) Gender Pairing and
Bargaining-Beware the Same Sex. (Mimeographed).

Thaler, R. A. (1998) The Ultimatum Ganimurnal of Economic Perspectivest, 191—
202.



© The Pakistan Development Review
48 : 1 (Spring 2009) pp. 47-66

Wastewater Use in Cauliflower Production and
Farmer’s Health: An Economic Analysis

SHAHZAD KOUSER ABEDULLAH, andABDUS SAMIE

The present study aims to estimate the economigegabf negative externalities of
wastewater use in cauliflower production. Costdfgranalysis is employed to estimate the
farmer’s health externalities in the productiontesec The data are collected from 200
farmers (100 from each group, wastewater and fragmyin the year 2006 from two peri-
urban villages of Faisalabad city. Ignoring thdueaof negative externalities, wastewater
use is profitable in vegetable production but whiwe economic value of negative
externalities are factored in the analysis, theltestrongly discourage its use. The cost of
health externalities due to wastewater use in fltawér production (only for a three-month
crop) is Rs 3.2 million from the 741 acres plantéd.Faisalabad, 5,283 acres of vegetables
are cultivated using wastewater, and the valuewi hegative health externalities amounts
to Rs 90.7 million in a year. A huge economic lds® to wastewater use may attract the
attention of policy agents to intervene. Amondeatiént available options, installation of a
water treatment plant appears to be most viableminimise the external effect of
wastewater use in peri-urban agriculture.

JEL classificationQ25, O13
Keywords: Cauliflower, Wastewater, Freshwater, Externalitiésalth Damages,
Cost-benefit Analysis

1. INTRODUCTION

The demand of water for household, commercial, s$trial, and agricultural
purposes has increased remarkably all over thedwoflhe population of Pakistan was
136 million in 1998 [Population Census Organisatf2001)] and is expected to double
by 2025. Population and income growth will furthenost the demand of water in
multifarious sectors and it will lead to severe avadtress in the near future [Seckler,
al. (1998)]. Growing water scarcity is threatenirgp@omic development, sustainable
human livelihoods and environmental quality [ScBtyuqui, and Sally (2004)]. At the
same time, due to increased industrialisation, gameration of wastewater will also
increase leading to more opportunities for expagdiegetable production on wastewater
in peri-urban belts.

Due to increasing pressure on water demand, plaramercontinually searching for
new sources of water that can be used economicailty effectively to cope with
development process. The use of urban wastewedgriculture is a centuries-old practice
that is receiving renewed attention with the inshe@ scarcity of freshwater resources in
many arid and semiarid regions of the world [Ensgtlal (2004)]. It supports livelihoods

Shahzad Kouser <shahzad_k 2005@yahoo.com>, Abkds#lbedullah@yahoo.com>gnd Abdus
Samie <samieabdus@gmail.com> are Lecturer, Assistaofessor, and Lecturer, respectively, in the
Department of Environmental and Resource Econorbioiersity of Agriculture, Faisalabad.
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and generates considerable value in urban andugmit agriculture despite the human
health, crop productivity and environmental riskssaxiated with this practice [WHO
(1989); Pescod (1992); USEPA (1992) and Van derkHeeal (2002)]. It is estimated
that one-tenth or more of the world’s populatiomsuimes food produced on land irrigated
with wastewater [Smit and Nasr (1992)]. As popalatcontinues to grow—the use of
wastewater is certain to increase, both in ternaexds irrigated, and volumes applied.

Some form of treatment is needed to meet the wptality standards that are set
by international organisations and national govemts. A wide range of wastewater
treatment methodologies currently exist that canone all harmful pathogens and other
pollutants to make it safe for agriculture and ef@ndomestic use [Von Sperling and
Fattal (2001)]. Rudimentary treatments can be t&dhip crops that are not consumed by
humans, while sophisticated type of treatment ¢uiired for unrestricted use [Haruvy
(1997)]. However, wastewater treatment method menended for hot climates is a
system of wastewater stabilisation ponds [Mara (2P0 Most of the developing
countries are facing severe financial constrainis #hus using wastewater without any
kind of treatment for agriculture purpose.

Peri-urban vegetable production is a major userunfreated wastewater in
agriculture sector of Pakistan. Nothing is wronguse treated wastewater because it is
profitable even after internalising the cost ofegmalities [Haruvy (1997)] but there are
serious concerns in apply untreated wastewatereigetable production. Untreated
wastewater is not only affecting productivity ofriggltural labourers by increasing the
probability of getting sick but it also affects theil productivity in the long run. Further
it is affecting the quality of ground water by léawy nitrate and other pollutants from
agricultural fields and is also multiplying the expulitures on medical treatment for the
poorer of the poor. In order to shift this groupoee the poverty line Government not
only have to take measures to increase their dgriell productivity but also have to
provide conducive environment to reduce non-pradacexpenditures (medical) by
improving physical infrastructure.

The story of negative externalities of wastewaternot ending here yet
because it also affects the environment and th&he&consumers using vegetables
grown with untreated wastewater. However, presstidy did not deal with
consumption and environmental related externalitis&ler the assumption that
almost all Pakistani eat food after cooking at syMagh temperature and majority of
the pathogens are either died or became ineffedbiyecooking at such a high
temperature. Secondly, it is difficult for the consers to differentiate vegetables
grown with wastewater and freshwater. Hence, iiremely hard to identify the
consumers who are using vegetables daily grown widktewater because source of
supply of vegetables to the consumers is changmg@weryday basis. The data on
environmental pollution related variables is notiéable especially for our study
area and therefore, cost of environmental damadasmtieated wastewater use is
also not included in the analysis.

The costs of health damages of untreated wastewater not yet been estimated
in Pakistan and present study is attempting tdHil information gap by estimating it in
terms of loss in earnings, and medical treatmesitsco
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The rest of the paper is organised as follows. ti@e@ delineates the empirical
model and discusses the data collection proced8eztion 3, derive the results that are
useful to understand the cost of externalities ast@water use in cauliflower production
and it also facilitates the reader’s approach talewstand the issue of negative
externalities of wastewater use in vegetable pridinc Final section summarises the
discussion and recommends policy suggestions lasedpirical findings.

2. EMPIRICAL MODEL AND DATA COLLECTION PROCEDURE

2.1. Valuing Benefits and Losses of Wastewater UseCauliflower Production

Different types of production function are availbto study input-output
relationship but Cobb-Douglas (beside its restrectproperties) is more popular and
commonly used to study such relationship in theécajure sector. Hence, the Cobb-
Douglas type of production function is employedehend it can be written as follow;

Y = AF918%2| % pda| Os g & e DrtaeDo*dsDs 4 @
Where

Y = Yield of cauliflower in Kg.

A = Intercept of the model.

F = Fertiliser nutrients in kg per acre (total ofNand K).

S = Total quantity of seed in kg.

L = Total quantity of labour in hours.

P = Pesticide cost in Rupees per acre.

I = Hours of Irrigation (proxy for the amount of wat

E = Level of education of household head (Proxynfianagement).
D; = Dummy for variety (‘1’ for early and local vatie in wastewater and

freshwater areas, respectively and ‘0’ otherwise).

D, = Dummy for soil type (‘1’ for high productive d@ind ‘0’ otherwise).
D; = Dummy for seed source (‘1’ for home made seetl'@notherwise).

p = Stands for random shocks.

In the above equatioa,, a,, 0z, 04, 05, dg are the partial production elasticities
and a4, Og, Og are the coefficients of dummy variables. It is thonoting that in both
groups (wastewater and freshwater areas) farmees gaowing two varieties of
cauliflower but difference in sowing method (tralasping and dibbling) is only
observed in freshwater area. Difference in sowmahod in freshwater area is mainly
depending on variety (local or imported). If fanmi@re growing local variety then they
use transplanting technique, otherwise they emplogibbling method. Therefore,
difference in sowing method in freshwater arealoartaptured by using the dummy for
variety. Two varieties (late and early) in wasttawarea differs in terms of sowing time
but not in terms of sowing methods and therefovenmy for variety in wastewater area
stands for difference in sowing time. To capture variation in soil types dummy for
soil is introduced for both wastewater and freslewadreas. High productive soil
includes sandy loam soil and less productive ristl@aamy and sandy soil.
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A three stage estimation technique suggested hyaddsPope (1978) was employed
to obtain unbiased parameters of production fundtidoth wastewater and freshwater areas.
The results of third stage in estimation technigresused to estimate the predicted yield of
two groups (wastewater and freshwater areas) log Esjuation 1. The variation in yield due
to difference in input use and management factass been captured through production
function and the remaining variation is purely dige difference in quality of water
(wastewater or freshwater) and random shocks. tthdeassumption that random shocks are
similar in both wastewater and freshwater areasa(ls®e respondents who have been selected
from both wastewater and freshwater areas are tdosach other) therefore, it is reasonable
to assume that difference of variation in yieldwb groups is mainly due to difference in
quality of water. The difference in revenue (pcestl yield x price) could be referred to the
contribution or loss of wastewater use in vegetplideluction but there is a difference in costs
of production in two groups. Hence, the differen€aet profits of two groups should be
referred to the contribution or loss of wastewaiss in cauliflower production and per acre
average net benefit of wastewater use is estinaatgi/en below.

i (Pwi Yoi = Cwi) % (Pfj Y.fi ~Cy )

NB,, = NVQ, - NVO; ==L N - 1= ¥ )

Where
NVQy = Average per acre net profit of cauliflower wittastewater use.
NVQ = Average per acre net profit of cauliflower witegshwater use.
Y; = Predicted yield per acre bth farmer with wastewater use.

R, =Price of cauliflower of-th farmer in wastewater area.

= Predicted yield per acre pth farmer with freshwater use.

P; =Price of cauliflower of-th farmer in freshwater area.

C,i = Per acre cost of cauliflower production (costrgfuts and wastewater) of

i-th farmer in wastewater area.
Cy = Per acre cost of cauliflower production (cosirgfuts and freshwater) of

j-th farmer in freshwater area.

The subscriptsi" and ‘j” stand for thei-th andj-th farmer in wastewater and
freshwater areas, respectively whil®&"*and “M” represents the total number of
observations in each group, respectively. Theedbfice of net economic benefit of two
groups NB,) is called the per acre average net benefits dfteveater use without
incorporating the cost of externalities. The engihaf this study is to incorporate the
cost of health externalities in cost-benefit anialynd therefore, first of all it is required
to explain how the external cost of health is eatad.

2.2. Economic Value of Labour Productivity Loss

There could be potential risk of disease(s) wittsteavater irrigation. llinesses
caused by wastewater pathogens may result in:
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« loss of potential earnings; and
« medical costs.

Loss of potential earnings or labour productivity évaluated by using
opportunity cost principle. These losses are gtiadtin economic terms by using
the information on prevalence of disease (numbesick days, full-time or part-time
work due to sickness or off-work, generally calledstricted activity days in
literature) and daily wage rate. Wastewater itigya creates different kinds of
diseases and the value of labour productivity leg84_PL) due to theses diseases (in
both wastewater and freshwater area) is estimat@snual productivity loss of
unemployed and underemployed sick individuals itineged by employing the
equation discussed below;

VLPL=(SD*WR* Prob* TP, +.....+(SD*WR* Prob*TP), ... )]

Where

SD = Average number of sick days.
WR = Average wage rate in the study area.
Prob = Probability of gettind®-th disease.
TP = Total population in a given community or studga
Q = Total number of diseases attributed to wastewste i.e. fronP=1 t0 Q.

Medical or healthcare costs and inconvenience co$tsvastewater use in
cauliflower production should be added to obtaialtcosts of health related illnesses.
The medical costs include, the cost of medical attaton(s), cost of medication,
transport cost, cost of defensive expenditure (oaetd use of medicine, protective
measures etc., to avert the disease risk in futang]) any other out of pocket illness
related expenses. The private treatment cost eamsbd as proxy (opportunity cost)
for medical costs because public healthcare ishhigibsidised in Pakistan.

Annual loss of money value due to medical expene#tulY MEL) for both
wastewater\{(MEL,) and freshwater grower¥KELy) is calculated as follows:

VMEL =(CC+MGFTC+PC+OQ), (PB TP, +.. +
(cc+MC+TC+PC+0C)s (Prob*TP)s ... . (8

Where

CC = Average cost of medical consultation in the siamnp
MC = Average cost of medicine in the sample.
TC = Average transport cost in the sample.
PC = Average preventive cost in the sample.
OC = Average other costs in the sample.
Prob = Probability of being affected from a certainagises.
TP = Total population in a given community or studga
S = Total number of diseases attributed to wastewee, i.e., from R=1to S.
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2.3. Cost-benefit Analysis after Internalising theCost of Externalities

Per acre per crop Average Cost of Health Dam@g#D) due to wastewater use in
cauliflower production is estimated as follows,

(NLPLW + NMELW)
Total wastewateareain the sample

CHD,, =

w

(%)

Where, NLPL,, NMEL,, are Net Labour Productivity Loss and Net Medical
Expenditure Loss, respectively due to wastewaterinwegetable production and on per
crop basis it is estimated as defined below:

VLPL, _VLPL,
4

3 (6)

NLPL, = (

Where,VLPL,, andVLPL; are values of labour productivity loss of wastewaied
freshwater vegetable growers, respectively ancestienated by implying Equation 3 for
both wastewater and freshwater growers separatetyan average farmers are growing
four vegetable crops in wastewater and three ciopseshwater area in a year and
therefore, we have dividedLPL, and VLPL; by four and three, respectively because
these costs are estimated on per annum basis bataguproductivity analysis is only for
one crop (cauliflower) season. That is why it imtpot to maintain the same period of
analysis in production and externalities. Net Madli Expenditure Loss due to
wastewater useN(MEL,) in cauliflower production is estimated by employiequation
as given below.

()

VMEL, _VMEL,
4 3

NMEL, =(

Where VMEL,, andVMEL; are values of medical expenditure loss for wagtavand
freshwater growers, respectively and are estimdgdimplying Equation 4 for both
wastewater and freshwater growers, separately.e, Heg have again dividedMEL,, and
VMELs by 4 and 3, respectively due to the reasonsstisdabove in labour productivity loss.

Finally, per acre per crop Net Benefit (Loss) ofswavater useNBwg) after
internalising the Cost of Health Externalitie€HD,) in cauliflower production is
estimated with the help of Equation 8 given below.

NBye = NB, —~CHD,, .. (8

Where,NB,, and CHD,, are respectively, average net benefit of wastawase
without internalising the health externalities amderage cost of health damages (or
health externalities) with wastewater use in vegletaroduction. They are estimated by
employing Equations 2 and 6, respectively.

2.4. Sample Data

Stratified random sampling approach is adoptedottect input-output data from
two strata (wastewater and freshwater). The igpiput data from 100 cauliflower



Wastewater Use and Farmer’s Health 53

growers in each stratum (wastewater and freshwese@gndomly collected in 2006 from
two villages Chakera and Chak No. 4, respectivélifassalabad city in summer season.
These two villages are representative of caulifloyeoduction in wastewater and
freshwater areas, respectively. The data on diffiekinds of sickness and number of
days of sickness is also collected from each stratvhich is used to estimate the
probability of sickness from a particular disease each stratum (wastewater and
freshwater). The detail of medical expenditure different kinds of sickness is also
collected from two groups which allowed us to estienthe total expenditure to get
medical treatment for each kind of sickness. Tdimbility of treatment costs is cross
checked by asking expenditure details of differ@inknesses from medical doctors. In
majority of the cases we observed that informatioren by farmers are reliable and
matches with doctor’s perception and where it wagimere we took the cost of treatment
given by the doctor. This information is used stiraate the cost of health damages for
both groups which made it possible to estimatesitiernal cost of wastewater use.

However, it should be noted that the impact of esster use on consumer’s
health has not been considered in the present skechuse it required laboratory test and
more detailed information from consumers which itdel expansive to collect and
arrange. Due to resource constraints it is decige@xclude it from the analysis.
Secondly, we are eating vegetables after cookirayvary high temperature and most of
the pathogenic organisms which are dangerous faltthdie at such a high temperature.
Therefore, it is hard to capture the cost of exlities of wastewater use on consumer’s
health.

3. RESULTS AND DISCUSSIONS

Mean values of different inputs and outputs on pere basis for two groups
(wastewater and freshwater users) are estimatedeanlls are reported in Table 1. A small
number of farmers (10-15 percent) used farmyardumsain freshwater area but in
wastewater area no farmer observed doing this ipeadndicating that wastewater is a
substitute for farmyard manure. Farmyard manumeiserted into nutrient nitrogen or-N
It is evaluated based on the average market priseassuming that if farmers would have to
supply that amount of N from Urea, then they havpay the market price for it. Average
dose of fertiliser nutrients (nitrogen and phosphej used by farmers in cauliflower
production in freshwater area is 134.5 kg per adrieh is significantly higher compared to
the amount of nutrients (39.3 kg per acre) in weater area because huge amount of
nutrients includes in wastewater [wastewater cost&9 percent more nitrogen than the
recommended level set by WHO, Ensiakal (2002)]. It clearly indicates that wastewater
works as a substitute of fertiliser and helps tedas 3170 per acre for wastewater growers
due to less use of chemical fertiliser. Averagell®f seed in freshwater area is 0.7 kg per
acre while in wastewater area it is 0.9 kg per agrieh is significantly higher compared to
freshwater area. In freshwater area majority ef fdrmers are purchasing seed from the
market while in the wastewater area almost all éasmuse home produced seed. The higher
amount of seed in wastewater area might be duewerlrate of seed germination in
wastewater compared to freshwater area or homeaugeddseed has lower probability of

'One ton of farmyard manure generates 10 kg of actixrient of Nitrogen [Ali (1996)].
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germination compared to the market purchased s&eetage labour use in freshwater area is
120 hrs per acre while in wastewater area it is A5 per acre. The labour used in
wastewater is slightly higher because wastewartereies have to plant nursery for cauliflower
and also do hoeing practices. Further, farmeveastewater area face more severe problems
of weed due to untreated irrigation water whichumegmore labours to manage the fields.
Average irrigation hours in fresh and wastewat&asrare 29 and 11 hours per acre,
respectively, implying that intensity of wastewatew is very high compared to freshwater.
That is why wastewater farmers require less timerrigate their fields compared to
freshwater users. This implies that wastewatersusgluce their costs in two ways, (i) they
pay less price for each hour of irrigation compatedreshwater users, (i) due to high
intensity of wastewater flow compared to freshwatexstewater users required fewer hours
to irrigate their fields which lead to reductiortieir costs of irrigation and labour. Moreover,
timely and surplus availability of wastewater alfofarmers to grow more number of crops
compared to freshwater growers and they are algxyieg high prices because they are
selling a larger part of their crop early in thase. Average pesticide costs in both fresh and
wastewater areas are Rs 525 and Rs 1227, respedimplying that amount of pesticide
used in wastewater area is significantly higher mamed to freshwater area. The high
pesticide costs of wastewater users are due to tigpping intensity and favourable
environment for pests to grow. After having infetion about early harvest and significantly
higher amount of pesticide use in wastewater am@umers need to avoid consuming early
cauliflower because toxic chemicals in pesticidaldde extremely hazardous for health.
Average land rent in fresh and wastewater areaRksr£0520 and Rs 15610, respectively.
Per acre rent of land for wastewater area is $igmifly higher compared to freshwater area
because of high cropping intensity (due to reliatlpply of wastewater), cheaper and more
nutritious supply of water in the area. Mean ptedi yield (i.e., after capturing the impact of
different level of input use and management fagtofcauliflower in fresh and wastewater
areas is 8975 and 8659 kg per acre, respectindigating that yield is higher in freshwater
area compared to wastewater area. The wastewdiemig used in the study area since last
thirty years and low average yield in wastewatenas probably due to deterioration of soil
productivity or use of home made seed. Accumulatigpoisonous chemicals on upper layer
of soil resulted to lower the soil productivity.

Table 1

Average Values of Input-output Quantities on Pere/asis for Two Groups
(Freshwater, Wastewater) of Water Uses

Variables Freshwater Wastewater
Yield (Kg/Ac) 8975 8659
Fertiliser (NPK in Kg) 134.5 393
Seed (Kg) 0.7 0.9
Labour (Hours) 120 135
Irrigation (Hours) 29 11
Pesticide Cost (Rupees) 525 1227
Annual Rent (Rupees ) 10520 15610
Education (Years of Schooling) 6 4

" It represents that values are significantly déferfrom each other for two groups.
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3.1. Results of the Production Function Analysis

In the literature various techniques are availdableestimate the non-linear model
described in Equation 1, and different studies rawmployed different techniques to obtain
consistent and asymptotically efficient estimathss{ and Pope (1979); Antle (1983) and
Antle and Goodger (1984)]. There is slightly diffiece of deriving weights in Just and Pope
and Antle’s approach but the basic idea is sinnildyoth the techniques. Hence, three stage
estimation technique suggested by Just and Po€)(ikPemployed to estimate the input and
output relationship in cauliflower production ahé tetail of estimation procedure is given in
Appendix-l. In cross section data like the onespleged in this study, problem of
heteroscedasticity may generate asymptoticallffioigrdit results [Just and Pope (1979)]. A
variety of tests are available to test the exigenic heteroscedasticity. In this study, the
Breusch-Pagan test, preferable to other testsodasons cited in Kmenta (1986), is applied
to diagnose the problem of heteroscedasticiffhe null hypothesis of homoscedasticity is
rejected at the 5 percent and even at 1 percem, lsuggesting the presence of
heteroscedasticity in each group of data set. tthimasymptotically efficierfs’s, three stage
estimation technique developed by Just and Pop&)1i8 employed to establish the input-
output relationship as defined in Equation 1 fadilawer and results are reported in Table 2.
In three stage estimation technique the value diipteideterminationf¢) improved from 65
and 72 in the first stage to 85 and 83 in the thiadje for wastewater and freshwater areas,
respectively. The significance levels of almoktaekfficients are also improved in the third
stage. The results are of individual groups (weeter and freshwater) are comparable with
the results of pool data i.e., when both groupspamed and dummy for one group is used.
The results of production function for pool datagported in Appendix-Il. The discussion
about the production function coefficients of irgpum the following pages is about the
individual groups for which the results are repaiteTable 2.

The coefficient of fertiliser nutrients (NP) is p@idge and highly significant in
wastewater area but in contrast to our expectatimmgoefficient of fertiliser is negative
and significant for freshwater area as reportefiahle 2. The negative sign of fertiliser
in freshwater area is due to over utilisation atiliser which is clear from the mean
value of fertiliser use revealed in Table 1. Insteavater area farmers are using 1 to 2
bags of urea per acre while in freshwater areadesrare using 4 to 6 bags of urea and 1
to 2 bags of DAP. Hence the total amount of naotsa@ncreased significantly than the
fertiliser standards set by the Ministry of Foodgridulture and Livestock, [Federal
Water Management Cell (1997)]. It is posing a niegatmpact on output and thus
reflecting in terms of negative coefficients of tigser in production function for
freshwater area. It represents the third zoneradiyction function which clearly shows
negative marginal contribution of fertiliser in plection process.

In freshwater area, the negative and significardffament of seed implies that
might be seed is over utilised or seed is not blétaccording to local soil condition and
environment. A separate study need to be conduotptbvide such evidence. However,
coefficient of seed is positive and significantiastewater area which is according to our
priori expectations.

7t is based on the sample data that if the hypathelshomoscedasticity is true, the ordinary least
squares estimates of the regression coefficierdasldmot differ significantly from the maximum likieood
estimates that allow the possible heteroscedasfitusch and Pagan (1979)].
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Table 2

Results of Production Function for Two Types oféV&roups
(Freshwater and Wastewater)

Wastewater Freshwater
Variables I Stage ¥ Stage  %Stage  {Stage ¥Stage 4 Stage
Intercept 6550.44 150 255453 9708.78 11.65  3214.3%
(2.78) (0.18) (0.90) (1.81) (1.58) (0.18)
Fertiliser 0.00Y% —0.004¢ 0.03" —-0.04¢ 1.16* -0.04'
(0.52) (-0.01) (2.16) (-0.72) (1.44) (-1.59)
Seed 0.007  -0.59¢ 0.20 -0.20" 2.65" -0.28'
(0.32) (-1.13) (1.82) (-2.97) (2.65) (-1.67)
Labour Hours -0.03 0.90" 0.20 -0.07" -1.40¢ 0.23
(-0.50) (0.63) (1.99) (-0.92) (-1.32) (1.51)
Irrigation Hours 0.15 —0.59¢ 017" 0.08" -0.91 0.26"
(2.00) (-0.36) (4.83) (1.34) (-1.57) (3.57)
Pesticide Cost 0.00 0.02* -0.002 0.00" —0.01* 0.003"
(0.02) (1.14) (-1.52) (1.71) (-0.41) (2.19)
Education 0.00 0.03* 0.0 0.00" 0.06" 0.02"
(0.13) (0.79) (1.62) (1.62) (1.98) (2.01)
Dummy for Variety -0.0% -0.12¢ -0.04 - - -
(-1.36) (-0.36) (-1.97)
Dummy for Soil 0.10" 0.04* 0.05" 0.16" —-0.18¢ 0.12*
(6.76) (0.10) (2.44) (8.83) (-0.62) (1.75)
Dummy for Seed Source 0.01™ 0.77 -0.78 - - -
(Home=1, Otherwise=0) (0.49) (1.56) (-1.66)
Dummy for Sowing Method - - - 0.18 -1.94" 0.21™
(3.20) (-2.35) (3.46)
R? 0.65 0.14 0.85 0.72 0.27 0.83
Adj.—R? 0.57 0.05 0.80 0.66 0.13 0.79

*** = Significant at 1 percent, ** = significant & percent, * = significant at 10 percent, ns =sighificant.
Figures in parentheses are t-statistics.

The signs for the coefficients of labour hours othbfreshwater and wastewater
areas are positive and highly significant. Caolifér like other vegetables is a labour
intensive crop indicating that improvement in labsupply could further enhance the
productivity of cauliflower. Similarly the signeif the coefficients of irrigation hours in
both freshwater and wastewater areas are positiiehaghly significant, indicating that
water is scarce resource in both areas and adalitsupply of water could improve the
productivity of cauliflower. The contribution oféfshwater in the improvement of yield
is higher than wastewater. It is because wastewateontaminated with poisonous
chemicals coming from different industries, indiitas and households and moreover, it
is completely untreated.

The coefficient of pesticide cost is highly sigaé#nt in both groups and its sign is
also consistent with priori expectations. Howerefficient of pesticide cost is larger
in freshwater area compared to wastewater aredyimgpthat marginal contribution of
pesticide use is comparatively higher in freshwatea than wastewater area. It is due to
the reason that wastewater farmers have high pildlgabf being affected their crop
from insects because wastewater fields have mardumive environment for insects to
survive and breed. This argument can be suppdryepesticide cost incurred in both
sample groups and it is observed that pesticide isamore than double in wastewater
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area compared to freshwater area. The coefficieatiucation is positive and significant
in both groups according to priori expectationsplymg that investment on education
could help to enhance the productivity of caulifeyw

The dummy for variety (stands for local variety ehis also called early sowing
variety) in wastewater is highly significant witkegmative sign implying that farmers who
are planting their crop early are getting loweldjielt is surprising then why farmers are
planting their crop early? When weekly price dmsition in near by market is observed
then we get the answer. The price of caulifloweearly weeks of harvest is found to be
enormously higher compared to the price in lateekse implying that farmers in
wastewater area are rational and substituting Igeldywith high price. This clearly
indicates that high prices in early weeks of harees contributing more than the loss in
yield incurred due early plantation. The varietyminy in freshwater area stands for
local variety. The positive and significant resutfiearly depicts that local variety in
freshwater area performs better than imported tarie

The dummy for soil (i.e., sandy loam soil) is pesitand significant in both
groups but contribution is higher in wastewateraareThe dummy for seed source is
negative and significant, implying that home ma&eds performs better than other
sources. It might be due to the reason that inaploseed or certified seed is not being
used properly according to the supplier’s instiutsi

3.2. Cost-benefit Analysis without Externalities

Net benefits of wastewater use in cauliflower pmithn are estimated by
employing Equations 2 and results are reported abld 3. Cost-benefit analysis
highlights the differences in net return for twagps (freshwater and wastewater users)
in cauliflower production. The gross revenue, whanly depends on production and
output price, is low in wastewater area comparefiashwater area. Mainly it is due to
low predicted yield (yield after capturing the effeof difference in input use, soil
characteristic, and management factors etc.). [ble average predicted yield on
wastewater fields clearly depicts that untreatedsteumater has negative impact on
cauliflower production in the long run. The impadft differences in input level and
management has been captured through productiottidanin both groups and the
remaining variation in predicted yield is referredthe difference in quality of water
which is affecting the soil fertility. Hence, tlifference in average yield of two groups
is due to soil fertility loss which is taking plackie to wastewater use. The cost of
pesticides is more than double in wastewater itegjasite as compared to freshwater
irrigated fields. This might be due to high crappintensity and favourable environment
for pests to grow in wastewater fields.

Fertiliser is one of the major contributor in cagst in freshwater area and it is
significantly higher compared to wastewater fieldseshwater farmers spent four times
more on fertilisers compared to wastewater farmerghe low cost of fertiliser in
wastewater area is due to the fact that wastewatstains high amount of nutrients
(Nitrogen and Phosphorus) and it encourages fartoarse low doses of fertiliser.

The cost of seed is also high on freshwater fielisipared to wastewater area
because farmers in freshwater area purchased dbeids from market at higher prices
while it costs less to wastewater users becauseutehome produced seed.
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Table 3

Comparison of Costs and Benefits (Rs/Ac) of Cawl#r Production in
Two Sources of Irrigation in the Study Area

Classification Freshwater Wastewater
Gross Returns 42516 37243
Cash Costs
Pesticide 525 1227
Fertiliser 4094 924
Seed 3692 -
Labour 2820 2922
Land Preparation 3414 3678
Irrigation 2082 686
Total 16627 9437
(88) (74)
Non-cash Costs
Seed - 1054
Labour 2197 2266
Total 2197 3320
(12) (26)
Total Labour Cost 5017 5188
(27) (41)
Total Cost 18824 12757
Net Benefit 23692 24486
Net Benefit Per Unit of Cash Input 1.4 2.6

Figures in parentheses represent the percentageab€ost incurred in cauliflower production.
Note: Labour cost also includes weeding cost (manual).

The total cost of labour (hired+family) in wastearatrea is slightly higher than
freshwater area due to intensive use of labouwtding because in wastewater area the
probability of germinating weeds is higher thansfreater area. Moreover, labour
required to spray pesticide is higher in wastewatesa than freshwater area. The
contribution of labour cost in total cost of protion is 27 and 41 percent in freshwater
and wastewater areas, respectively, indicating teagetable production is a labour
intensive enterprise. Even wastewater vegetalidyation is more labour intensive than
freshwater. This suggests that expansion of wagswegetable production could
expand the absorption of labour in agriculture @ect

In wastewater area land has become more compadtaadciue to wastewater use
for a long time (since last 30 years) and it regmirelatively more cultivation and
planking cost. The farmers give more cultivatiamsl plankings to make the land soft
and to eradicate weeds. Therefore, land preparatist for cauliflower is higher on
wastewater irrigated farms compared to freshwatigraited areas.

The cost of irrigation is another major cost. Rreater farmers have much higher
irrigation costs compared to wastewater farmense fieason of this big difference is less
availability of canal water in the freshwater aegal it forces the farmers to supplement
irrigation with tubewell water which is very costtiue to high diesel costs, whereas the
farmers who used wastewater had a clear advamagens of low priced wastewater.



Wastewater Use and Farmer’s Health 59

Cash cost in freshwater area is Rs 16627, coninigp@8 percent of total cost but
in wastewater area, the total cash cost is sméiber freshwater area and it is Rs 9437,
contributing 74 percent to the total cost. Howewvem-cash cost is higher in wastewater
area (Rs 3320) than freshwater site (Rs 2197). cs¢ of family labour is the major
component of non-cash cost. The amount of cashisdsgher than non-cash cost in
both areas, implying that farmers depend more orketidase resources for cauliflower
production than resources available at home.

The net benefit is estimated after deducting totat from gross return; it is
almost four percent higher in wastewater area coeapto freshwater area. The rate of
return per rupee of cash cost is estimated aftedidg net benefits by total cash costs to
observe the rate of return on cash investment ulifaver production. The rate of
return from cash investment is higher in wastewatea than freshwater site (Table 3)
because of lower cash cost incurred in wastewatea.a Net benefit or value of
wastewater use is estimated by employing Equatievhig¢h is Rs 794 per acre and Rs
588354 (Rs 794 x 741 acres) for the whole studg &efore internalising the cost of
externalities of wastewater use in cauliflower prctibn.

3.3. Economic Value of Externalities

As mentioned earlier, the present study considbes health externalities of
wastewater use, i.e., labour productivity loss anddical expenditure incurred on
different kinds of sickness and results are dissdiss below.

3.3.1. Estimating the Probability of Different Diseases

Chakera is the main site, where untreated wastevgabeing used for irrigation and
contained a high concentrationlafimintheggs andaecal coliformbacteria that exceeded
far the WHO guidelines [Ensinlet al. (2002)]. This poses a high potential health tesk
both farmers and crop consumers. Due to limitegll@ve resources we did not get the
blood test of the farmers to see the real effecthealth of different pathogens and
moreover, it would have provided the information cate point in time but we are
interesting to get the information of different &mof sickness over the year. We collected
data from 100 farmers and asked them, how manystiimey get sick and what kind of
sickness doctor diagnoses for them. Further,dor many days they could not go to work
due to a particular sickness mentioned above. pfolgability distribution for each kind of
sickness in both groups is estimated by applyiregy dparse data rule [Andersaet, al.
(1977)] on cross sectional data of 100 farmersrasdits are reported in Table 4.

The vegetable farmers operating in wastewater amedound to have significantly
higher prevalence of hepatitis, vomiting, stomas#in allergy, cholera, diarrhea, typhoid
and dysentery than those who are growing vegetatitbscanal or tubewell water. This
implies that probability of existence of pathogansl being affected from these pathogens
is significantly higher among farmers and workergoived in different farming activities
on wastewater fields compared to those who aregehm farming with canal water or
freshwater. This clearly indicates that wastew#&emers are at a high risk. Simply,
because they have intensive contact with wasteveatahey do most of the field works
manually and barefooted. However, probability efer and cold was almost the same in
both areas because these sicknesses dose not dppéamvastewater use.
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Table 4
Per Year Labour Productivity Loss in Wastewater &neshwater Areas
Wastewater Freshwater
Probability  Average Days Real Probability  Average Days Real
of Sickness Labour of Sickness Labour
Productivity Productivity
Disease Loss Loss
Hepatitis 0.12 110 1536612
(25610)
VVomiting 0.12 1.3 18626
(310)
Stomach 0.12 108.3 1513330
(25222)
Skin Allergy 0.14 9.1 127718
(2129)
Cholera 0.06 5.7 79159
(1319)
Diarrhea 0.04 2 27938
(466)
Typhoid 0.06 76.7 1070972
(17850)
Dysentery 0.04 12.5 174615
(2910)
Fever 0.22 8.8 123183 0.20 7.9 261329
(2053) (4355)
Cold 0.16 134 186838 0.14 7 162974
(3114) (2716)
Total 347.8 4858991 14.9 424303
(80983) (7072)

Note: Figures in parentheses are values of Labour Rtivity Loss in Dollar terms.

3.3.2.Labour Productivity Loss

By employing the probability and opportunity cosinpiple (on going market
wage rate) as discussed in Equation 3, the valmnpbial loss of potential earnings or
labour productivity loss due to each kind of sickeas reported in Table 4 for both
groups. In wastewater area labour productivity Idee to stomach ach and hepatitis is
found to be the highest US$ 75667 and US$ 2561dperively. Among different
diseases reported in Table 4 typhoid fever is chisebacterial pathogerséimonella
typhi) which is present in wastewater and it causedbaur productivity loss of US$
17850. The farmers during their farming activittesnain in contact with contaminated
soil which generates a high loss of potential ea®idue to skin allergy. Cholera which
is a severe form of diarrhea, also a source ofuapooductivity loss equal to US$ 1319.
Total annual labour productivity loss due to differ kinds of sickness is Rs 4858991
(US$ 80983) and Rs 424303 (US$ 7072) in wasteveatefreshwater areas, respectively
and the difference in labour productivity loss s4&R4 million (US$ 73912) which can be
referred to annual loss due to wastewater use.

3.3.3. Loss of Money in Medical Expenditures

On one side wastewater use causes different kihdsseases which affects the
labour productivity but on the other side the tneemt of such diseases required heavy
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expenditures on medicines. The affected membetthefsociety spend an enormous
amount of money to purchase medicines for treatraadtit leads to welfare loss to the
society. The data on medical expenditures is cte from the diseased farmers.
Annual loss of money in terms of medical expenaisuis estimated by using Equation 4
and results are reported in Table 5.

Table 5

Per Year Loss of Money to Medical Facilities in \éaster
and Freshwater Areas

Wastewater Freshwater
Medical Medical Medical Medical

Expenditure Expenditure Expenditure Expenditure
Disease (Rs) ()] (Rs) ()]
Hepatitis 2615200 43587 - -
Vomiting 18900 315 - -
Stomach 1918000 31967 - -
Skin Allergy 261800 4363 - -
Cholera 369600 6160 - -
Diarrhea 30800 513 - -
Typhoid 1494500 24908 - -
Dysentery 955500 15925 - -
Fever 757400 12623 478265 7971
Cold 598500 9975 249900 4165
Total 9020200 150337 728165 12136

* Medical Expenditure includes cost on medicineysdtation cost, prevention cost, and transport. cos

In wastewater area, medical expenditures for Hepasire the highest (US$
43587) followed by expenditures on Stomach (US$63)9 The costs of medical
expenditure for other different sicknesses are ntedan Table 5 for both groups. Total
annual loss of money in terms of medical expenditus Rs 9020200 (US$ 150337) in
wastewater area compared to Rs 549665 (US$ 1916)eshwater area. Annual
additional expenditures on medicines due to wadtawase are Rs 8.5 million (US$
141175). Not a single chance of death is foundtdugastewater irrigation in the study
area. Therefore, economic value of mortality (dshis not evaluated in terms of net
labour productivity loss of an individual over teepected life span.

3.4. Cost-benefit Analysis after Internalising theExternalities

The results of cost-benefit analysis before anaraititernalising the cost of
externalities are estimated and reported in Tabl€6st of health damage (CHJ Net
Labour Productivity Loss (NLR}), Net Medical Expenditure Loss (NME). and Net
Benefit of wastewater after internalising the cobexternalities (NRg) in cauliflower
production are estimated by implying Equations,%, énd 8, respectively.
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Table 6

Cost-benefit Analysis before and after Internalis®ost of
Externalities in Cauliflower Production

Cost and

Cost and Benefit Benefit
Categories (Rs) (Rs per Acre)
Net Labour Productivity Loss (NLR) 1108672 1496
Net Medical Expenditure Loss (NME)L 2973009 2798
Cost of Health Damage (CHP 3181681 4294
Net Benefit of Wastewater without Externality 58835 794
Net Benefit of Wastewater after Internalising theeEnality —2593327 -3500

Before incorporating the values of these negatiteraalities, net benefit or value
of wastewater use is Rs 794 per acre and Rs 58835494 x 741 acres) for cauliflower
production in the study area under the assumptiahdauliflower is grown on the entire
wastewater site in Chakera. Although, some otkegetables are also grown in the study
area but the cropped area under these vegetabiegligible in our sample.

Net labour productivity loss (forgone labour eagsh and net medical
expenditures on treatment due to wastewater usammnting to Rs 1108672 and
Rs 2117634, respectively for cauliflower productioriThe total external cost of
health damage due to untreated wastewater irrigatiaccauliflower production is Rs
3181681 for the whole study area (741 acre) andt®3! per acre. Hence, the net
benefit after deducting the values of these exi@ras become negative which is Rs
3500 per acre and Rs 2593327 for the entire stugya dTable 6). Under the
assumption that similar condition prevail for dilet four crops grown in a year in
wastewater area, net benefit of wastewater aftdermalising these cost of
externalities is also negative, amounting to Rs7B3®7 per annum for the whole
study area and Rs 13999 per annum per acre. Haweaverder to increase the
reliability of the results it is preferable to card future research based on annual
data for all four crops being grown in the studgar

4. CONCLUSION AND POLICY SUGGESTIONS

The main objective of this study is to carry oustebenefit analysis in cauliflower
production with and without externalities due tosteavater irrigation in peri-urban areas
of Faisalabad. Total costs of production of cémlier without externalities are Rs 18824
and Rs 12757 per acre for freshwater and wasteweageis, respectively. Per acre gross
revenue for freshwater and wastewater growers areld516 and Rs 37243, and net
benefits are Rs 23692 and Rs 24486, respectivelg. observed that both total cost and
gross revenue are higher for freshwater users bubenefits of wastewater users are
higher in cauliflower production. The benefit alwe of wastewater use is Rs 794 per
acre and for the whole study area it is Rs 58823%#e simple cost-benefit analysis
(when cost of externalities are not included) dieardicating that it is profitable to use
wastewater in cauliflower production.

Wastewater farmers have high probability of getick compared to those who
are irrigating their land with canal or tube weldter. Total economic value of labour
productivity loss due to different kind of sicknessis estimated to be Rs 1214748
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(US$ 20245) and Rs 106076 (US$ 1768) for cauliflopeduction in wastewater and
freshwater areas, respectively. The differencdaimour productivity and medical
expenditure loss for two groups is Rs 1108672 (U8878) and Rs 2117634 (US$
35294), respectively in cauliflower production. talocost of health externalities of
wastewater use in cauliflower production is Rs 3@#ll and Rs 12.7 million for the
whole year in the study area. After internalisthg costs of externalities, the cost of
cauliflower production in wastewater area has Sigaitly increased compared to
freshwater area and the negative value of nettpnatih wastewater use is Rs 3500 per
acre and Rs 2593327 for the whole study area (T@plelt implies that cauliflower
production with wastewater is not economically feEeswhen cost of externalities is
considered. In Faisalabad more than five thousemd of land is being irrigated with
wastewater and population of approximately fiftpiksand is exposed to wastewater
[Jeroen.et al. (2004)]. Under the assumption that per acre obstealth externalities
remain the same for all crops and for all seasbans total cost of health externalities
in peri-urban vegetable production sector of Faisatl city (5283 acres) is accounted
to be Rs 90.7 million in a year. In order to make cauliflower production profitable
from wastewater use, the price of cauliflower hasncrease higher than the existing
market price in order to cover the cost of healtkemalities. Now the question is
whether society can pay higher prices? If notntbeciety has to reconsider the policy
of untreated wastewater use in vegetable productidime possible options are as
follows:

(1) At the macro level, government needs to imterfto resolve the issue of
wastewater use. One possible approach is to supglywastewater after
proper treatment, and the cost of treatment shoodd paid by the
government. The government can install the treatnpant and its cost
can be recovered within a couple of years by savirgy cost of medical
expenditures which is shouldered by the governnirenérms of providing
medical facilities at the rural side.

(2) A second possible option is to impose a taxdifferent industries which are
emitting this polluted water in the drain equalthe cost of health damages.
The revenue from taxation can be used to instalttbatment plant. The
imposition of tax will also encourage the indudtsi® to instal treatment
plants in their industries to clean polluted wabefore disposal in the drain.
In the present situation owners of those industaestting wastewater are
enjoying high level of profitability due to low cosf production but at the
cost to the farmers (in terms of health damage&ince, property rights are
not well defined that who will pay for the exteritiés and therefore,
government need to interfere to correct the welfdistribution among
different segments of the society.

(3) The last option is that the government shqag a subsidy equal to the labour
loss (forgone labour earnings) and medical exparebtto the inhabitants of
that area.
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Among these options, installation of a treatmerdnplthrough taxation on
industrialists is one of the most feasible and ficaly viable options to provide
immediate relief to the inhabitants of the areastuglied.

APPENDIX-I

Just and Pope (1979) proposed the following thtagesestimation technique to

get the asymptotically efficiemts of Equation 1.

(1) In the first stage nonlinear least square (Ntegression o¥; on F(X, 0) is

applied to Equation 1 to obtain coefficiends and F(X, a) = exp [(IX) a].
The NLS estimation in step 1 leads to consistefitases ofas, (sayd ), the
parameter of~(X). There are two reasons that why estimation befinst
stage is important—(i) at the first stage of estiorg we are not in a position
to examine the effect of input use on risk; (iijpauf risk is not important, the
efficiency of estimates (at least asymptoticallghde improved after taking
into account the problem of heteroscedasticityis possible to estimate by
using theas estimated in step 1 as follows:

n=Y-F(x,d)=en"v2(x,p)

(2) In the second stage an ordinary least squt&) regression of

where

Inju| = InfY - F(X,dlonln X to obtainp is applied as presented below,

I =B+ (n X)' B+

In h(X, B) = (In X)' B and this implies that

Inh™Y2(X, B) = —%(In X) B

(3) In the third stage, for asymptotically effistea's, Just and Pope (1979)

suggested a weightédl Sregression o on X with weights h_l/z(X, f&) . In

mathematical notations, &LSof Y =YhY2(X,B)=Y exp[(-1/2)(In X)'B

on F(X,a)=exp[(InX) a- (@/2)(In X)’[g] to obtain the consistent and
asymptotically efficientd s is employed.
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APPENDIX-II

Results of Production Function for Pooled Data afolGroups
(Freshwater and Wastewajer

Variables 1st Stage 2nd Stage Stdge
Intercept 8619.613 13.269 72.624"
(3.07) 2.77) (9.78)
Fertiliser —-0.00% 0.008¢ -0.00%¢
(-1.30) (0.02) (-0.32)
Seed —-0.026¢ -0.115 0.045"
(-1.09) (-2.24) (2.70)
Labour Hours -0.039 -1.635 0.534"
(-1.08) (-1.30) (15.69)
Irrigation Hours 0.074 0.021" 0.069
(1.98) (2.03) (1.87)
Pesticide Cost 0.001 -0.011" 0.010”
(1.57) (-0.66) (6.24)
Education 0.003 0.016" -0.004"
(2.17) (0.48) (-3.32)
Dummy for Soil 0.140° -0.192* 0.182"
(11.42) (-0.68) (14.45)
Dummy for Seed Source 0.036" 0.506 -0.157"
(Home=1, Otherwise=0) (2.04) 1.27) (-11.02)
Dummy for Source of Irrigation 0.037" —0.656° 0.268"
(Wastewater=1, Otherwise=0) (0.77) (-0.60) (7.13)
R? 0.62 0.10 0.83
Adj-R? 0.59 0.08 0.81

*** = significant at 1 percent, ** = significant & percent, * = significant at 10 percent, ns =sighificant.
Figures in parentheses arstatistics.
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Urban Informal Sector: How Much Women
Are Struggling for Family Survival

TASNIM KHAN and R\NA Ejaz ALl KHAN

The paper analyses the contribution of informathpéyed women (for the age group of
16-60 years) to their household budget. The urbéormal sector largely absorbs women
workers. We examine the determinants of their doution to their household budgets for the
survival of the families. Applying the OLS model287 observations, it is found that women
as heads of household, women'’s education, and shipeof assets by woman have a positive
effect on their contribution. The burden of thegkafamily size, household poverty, and loans
availed by the household are shared by the infdyneahployed women, as these variables
positively affect their contribution. Age of the man has a non-linear effect on woman’s
contribution. The contribution first increases ahdn decreases by an increase in the age of
the woman. Married women and women living in nuclfanilies contribute more to the
household budget. The household per capita incardenamber of children (5-15 years) in the
household have shown a negative effect on theibation of women to the household budget.
The household’s economic vulnerability due to unleympent of husband and lower
productivity caused by lower education of husbane a@so largely shared by the urban
informally employed women, i.e., they struggle mdoe family survival. However, the
number of adult males in the household decreagesdlume of contribution by women and
the burden on women is relaxed.

JEL classification:J160, J220, J13, 0150
Keywords:Women, Household Economics, Labour Supply, Fergat@loyment,
Poverty

INTRODUCTION

Women labour force participation rate in Pakis&gtording to old data collection
technique, was exceptionally low at just 14.4 petcas compared to 70.3 percent for
men! while unemployment rate was 16.5 percent for womed 6.7 percent for men
[FBS (2003), pp- 15, 30). The share of women'’s isgsin earned income of household
was 26 percent of that of men earnings while tetmomic activity rate as percentage of
that of men was 40 percent [MHDC (2000)]. Accorditty revised data collection
technique of Federal Bureau of Statistics, womgiicipation rate has been increased
to 50 percent instead of 14.4 percent in 2003. Atiag to revised data collection if a
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"Women labour force participation in Bangladesh 424 percent; India, 32.4 percent; Myanmar, 43.4
percent; Nepal, 42.5 percent; and Sri Lanka, 36rBegnt in the same time-period.
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woman is involved doing work such as harvestingyisg seeds, cotton-picking, maize
and rice husking, livestock and poultry breedingyriaultural farming activities,
construction work, collection of fire-wood and awit sticks, fetching water, making
clothes, sewing, knitting, marketing and preparaitid goods and material, she will be
included in labour force. It explained that infollmaemployed women have increased
the labour force participation rate of women ugb@percent. How much these women
are contributing in their households’ incomes ardPGs still unexplored, along with
determinants of their contribution.

Informal sector employment is generally a largeurse of employment for
women than for men in the developing world. In tlexeloping countries, 60 percent or
more women workers are informally employed (outsadeiculture), though in Asia the
proportion of women and men is roughly equivaléh©[ (2002)]. Informal employment
include all remuneration work, both self-employmantl wage-employment, that is not
recognised, regulated, or protected by existinglley regulatory framework and non-
remunerative work undertaken in an income-produeintgrprise. Most informal workers
including both self-employed and wage-workers agprived of secure work, workers’
benefits, social protection, and representatiornaice. The self-employed have to take
care of themselves and their enterprises. Moreotl@y often face a competitive
disadvantageis-a-vislarger formal firms in capital and product market§ormal wage
workers also have to take care of themselves as rieeive few (if any) employer-
sponsored benefits. Moreover, both groups receitte I(if any) legal or social
protection. As a result of these and other factarsigher percentage of people working
in the informal sector, compared to those workimghe formal sector, are poor. In the
situation women employed in informal sector arenewhble to exploitation. But they are
struggling for their family survival by contribuginin their household budgets. What
determines their contribution needs attention ti&erthe policy proposals for increasing
their contribution.

The women labour force participation in informattees (as well as in formal
sector) has been analysed by a number of studiethéwontribution of women in their
household budget that makes proxy for struggleahen for family survival has not still
been examined for Pakistan. We assume that ratomfibution of a woman is a better
indicator of her struggle for family survival théwer employment or income. This draws
attention to the analysis of women’s contribution household budget. Moreover,
majority of the women in Pakistan is working inanfal sector, i.e., 73 percent of all
economically active women and 61 percent of urbamnking women are involved in
informal secto? It needs to focus on informally employed women.

Generally, economic literature has stressed on mgrkvomen irrespective of
the situation that they are working in formal seato the informal sector. However,
significant part of the literature has analysed itifermally employed women. Many
areas of these women are still to be explored, the typology of their work which
differs from region to region, skill requirement lilgese women, credit constraints
faced by them, exploitation by employers/contrasfsub-contractors, their health
status and working environment, their living comatis and status in the household,

’While in Bangladesh 83 percent, India 41 percempall 80 percent, and in Sri Lanka 9 percent of
working women are engaged in the informal sector.
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marketing problems if they are producers, role o6E@& or semi-government
institutions for their welfare, and even the bondiabur in some professions, etc. One
of the aspects extremely ignored by the researdketseir contribution in household
budget that is focus of present study. A major luid the way seemed to be the lack
of data about these women [see Charmes (2000)]taslde this problem by taking
primary data.

A few studies have attempted to analyse the detexmté of contribution of
informal sector women in their household budgetaubiyng primary data. For instance,
recently Khan and Khan (2007, 2008) have analy$ed contribution of women in
household budget for overall areas (urban and)curae phenomenon of urban informal
sector is conceptually different from that of infal agricultural and non-agricultural
rural informal sector. Although urban and ruraloimhal sector workers often have the
same individual and household characteristics dngeéms an artificial division of
economy that researchers and policy-makers hawaectelt further reflects their lack of
understanding of multiple economic roles that imdliials play in either urban or rural
informal settings. But justification of this div@si in practical terms, is that the urban
informal sector is generally more accessible teasshers and thus yields more complete
data. When studying the informal sector with a vieweducation, training and micro-
finance, it seems likely that greater coverage effidiency can initially be achieved in
the wurban settings. However, it would be overly #imbs to implement
recommendations which are feasible in urban aasédrall areas. It may be hoped that
lessons learned in the urban context may be usdefuthe formulation of future
comprehensive plans for development which may pd&ee in rural areas. It is necessary
to analyse the rural and urban areas separately.

The objective of our study is to estimate the dateants of contribution of urban
informal sector women that stand for their strugfgle family survival, by using the
primary data. On the basis of results we will mag&me policy proposals.

LITERATURE REVIEW

In the earlier studies Bell (1974) estimated thetdbution of working women in
family income. The study concluded that women wbil lsome employment contribute
only 16 percent of total family income, median inm of these families was 23 percent
higher than in families with non-working wives. Thdl-time working wives provided
39 percent of total family income. The families w¢he wife has a full-time job enjoy a
median income more than 50 percent higher tharetideere the wife is not employed
outside the home. The share of family income, h@wexaries significantly between
occupations. The highest percentage contributiomeso from professional and
managerial workers, who provide about 38 percetii@total family income. The lowest
percentage comes from the women who are employsdraie workers that amount on
average to one-fifth of their total family incom@oncerning the wife’s contribution in
household income, Canciaat al. (1991a) have focused on changes in the level and
distribution of earnings of men and women and thepacts on the distribution of family
income among married couples, and among all holdgehdhe study concluded that
husbands earnings rose very little and wives’ eg@iincreased substantially between
1968-1988. The rise in married women’s earninggcefd an increase in the proportion
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of married women who work as well as increased Wee&rnings for working wives. As
an impact of wife’s earnings on household incorhas iestimated that without wives’
earnings, 9.2 percent of families would have beelow the poverty line, and 26.4
percent would have had income between one anditm@stthe poverty line. Over the
period, the increased mean earnings of wives weleable to offset a small part of the
decline in the growth of their husband’s earninBsrooah and Mckee (1996) have
analysed the role of wife’s income in income indiggan United Kingdom. One of the
causes of rise in income inequality was found amswvgrg polarisation between dual-
earners and no-earner families. For US, Canc@&nal. (1991b) found that wives’
earnings reduced inequality by about 20 percent.Bfdain, a same type of study by
Machin and Waldfogel (1994) measured the impaatigbs earnings on family income
inequality. It concluded that wives’ earnings reeldignequality by about 27 percent. The
study further concluded that a substantial contidouwas made by the husbands and a
relatively minor contribution by the wives towaritcome inequality. Charmes (2000)
have analysed the contribution of informal sectut af the women involved in informal
sector to GDP in African countries [see also, Clewn(l998) for Kenya]. It aimed
highlighting the underestimation of women’s actastin national accounting. The study
estimated that in most countries, the share of womeinformal sector GDP is much
lower than their share in informal sector employmeétoffmann and Leone (2004) have
estimated the women’s contribution in householadine and its impact on inequality in
household per-capita income for Brazil for the ged981-2002. The decomposition of
the Gini index by income shares has shown a deergmshe contribution of men’s
earnings, and an increase in the contribution @i seomen’s earnings and pensions, in
the inequality of per-capita household income. Therease in the contribution of
women’s earnings to inequality is mostly due tangigant increase in the share of their
earnings in the household income. Shaw (2005) stgdehat women have made both
direct and indirect contribution to increase inntteproductivity in Europe. The direct
contribution has come from their role as workersthie paid economy. They have
contributed indirectly to increase productivity almhg-run economic growth through
unpaid work, both at home raising children anchigit communitie$. Khan,etal. (2005
for Pakistan) have investigated the contributionwafmen and children involved in
home-based workin family income. They have also analysed the ichpd increased
earnings of women on household nutrition, healtth esfucation.

Plethora of studies in Pakistan has probed theribation of women in household
income. These women were from different areas, eynpint sectors and age-groups.
Shaheed and Mumtaz (1981) conducted a study onmiafty employed women in Kot
Lakhpat (Lahore). The study seemed to be the dinstconcerning informally employed

3See also the other studies who focused on womanrsngs causing inequality in household: Karoly
(1991), Wion (1990) and Danziger (1980) for UK.

“See also Camps-Cura (1998) for women'’s and chifdesarnings impact on family income and household
structure; Buvinic and Gupta (1993) for female-lsazshtribution in household; Louat, al.(1993) for welfare effect
on household by female heads; and Gonzalez (260dinble mother’s work and income impact.

*There are studies who have focused on differentusitmibs, professions, jobs and employment
categories of informal sector. For instance, Molind1982) for female handicrafts of Pakistan; Reatig and
Hendytio (1997) for textile, garment and footweadustry of Indonesia; Ramachandran (2001) for imdia
village workers; Khatak and Sayeed (2000) for soibt@acted women workers in Karachi; and La Ferrara
(2002) for informal settlements of Nairobi.
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women. Majority of the women were found workingtiveir homesPurdah (veil), male-
resistance, pre-occupation in the household cheees the hindering factors for better jobs
outside the home which may increase their contdbutMohiuddin (1982) investigated the
socio-economic aspect of the female domestic servgpecifically focusing on female-
headshipin Karachi. The women were found poorest of ther piespite their contribution in
household income. Kazi and Sathar (1986) mainlyded on productive and reproductive
behaviour of informally employed women in urbanaareof Karachi. They found that
informal nature of the job attracts the women tokvand support their familie's.

There are plenty of studies who have focused oméberminants of work decision
of women, working hours and income/wages in forara informal sector. They may be
connected with the contribution of women in houséhbudget and help us for
identification of variables to see the determinarftsontribution of women in household
income. Hartog and Theevwes’ (1986) econometridyaisais based on Heckman’'s
(1974) participation-cum-hour model to estimateititegrated labour force participation
and hours of work. They have also compared thdtseefi maximum likelihood model
with probit model to identify the possible bias&iltana,et al. (1994) analysed the
labour force decision of women by tobit and OLS mled The study was based on
Beckerian approach. The results indicated that paonen were more likely to do paid-
employment. The age, education, male-wage ratelstahce of main market from home
negatively affect their labour force participatfon.

In the recent studies, Azi@t al. (2001) have analysed the economic behaviour of
female workers involved in the business of embrgide Multan. The study has shown that
poverty force the female members of the houselmlérngage in economic activity in
informal labour market. Nagvi and Shahnaz (2002ghadicated that the women who were
older, better educated, head the household, or damesmaller, better off urban families
were more empowered to take employment decisionth&n own. About the impact of
provision of infrastructure on women’s time alléeatamong market work, leisure and water
collection is investigated by lllahi and Grimardd(®). The study was based on home
production and time allocation framework develofsgdBecker (1980). The results have
shown that time allocated to market work declingh distance to collect water. A positive
relationship between household poverty and pooastructure existed. An improvement in
water supply infrastructure may lower poverty tlyloincrease in time for income generating
activites by women. Mehrotra and Biggeri (2002) have attempted tores# the

The socioeconomic status and work decision by ferhabd of household, married women and single
mothers differs based on the need for their comiidb in household income. Some studies have fatose
these specific groups of women. See for instarmegslet al (2003) for married women'’s labour supply and
Gonzalez (2004) for single mother’s work supply.

See also earlier studies who have recognised ghéisant part of women’s contribution in household
income: Hamid (1991) for poor settlements of formaald informal sector of urban areas of Rawalpindi;
Alderman and Chistie (1991) for market oriented kvof rural women of Pakistan; Kazi and Raza (198t)
working women in Pakistan; and Buvinic and Gup@9@) for women-headed and women-maintained families
in developing countries.

8See also, Hamid (1991) for determinants of femmath@uir supply in Pakistan; Duncaat,al. (1993) for
women’s labour market decisions; Hafeez and Ahm2@DZ) for labour force participation decision of
Pakistani women; Nagvi and Shahnaz (2002) for wbynen decide to work in Pakistan; and McGrattan and
Rogerson (2004) for changing working hours of women

°See also, Hartog and Theevwes (1986) for work @petiion hours of women; and McGrattan and
Rogerson (2004) for changing working hours of women
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determinants of income and health status of horseebavomen workers in five Asian
countries; two lower-income (India and Pakistanyl ahree middle-income (Indonesia,
Thailand and Philippines) where home-based wowidespread. For India and Pakistan, the
age of the woman, input like the use of electrjcityd years of experience of woman have
shown non-significant results. Education of womeftuenced the productivity positively.
Membership of women’s association also influended groductivity positively. Fafchamps
and Quisumbing (2003) have investigated that howarucapital, learning by doing, gender
and family status affect the division of labourhwit household. The data was taken from 12
rounds of household survey conducted by Internatidrood Policy Research Institute
(IFPRI) in four districts of Pakista.

There are studies having focused on other areagnfen employment but they
ultimately are related with women income and cawiibn. Escricheet al. (2004) have
explained the existence of gender discriminatiodalmour market and focused on the
intergenerational transmission of preferences edlab the women’s approach towards
jobs and market. The results explained the progglssconvergence to a non-
discriminatory steady state, which has been evieldrity narrow gender gap in most
western countries. Eapen (2004) has attemptedatlyssnthe issue of segregation of jobs
and its perpetuation over time as a disadvantagevfonen workers. The study found
that in informal sector women are more mobile betwestablishments for higher
remuneration but hardly have obtained vertical titgbi Almost all the studies
concerning informally (as well as formally) empldyevomen reveal that they are
struggling for their family survival*

The studies reviewed above have analysed the botitm of women in household
income and GDP, labour force decisions of womenking hours, or wage/income of the
women. They are inter-linked with each other. Tlrk Ibetween working hours,
wages/income and contribution seems strong butdh for informal sector it may be
weakened. For the informal sector, there are nedfiworking hours and wage/income.
Even the labour force activity is frequently disneoted and re-continued. For instance, if
the daily/weekly hours are higher and wages areiddhe contribution may be lower and
vice-versa. Similarly, if the income of a womanhgh but the household income is
comparatively high, the woman’s contribution wéhnain low. The notion leads to analyse
the determinants of contribution instead of workimgurs and wages/income. It is the
woman’s contribution which enhances her status badjaining power within the
household. Even it may pull the household out ofgpty. That is why, we are interested to
estimate the determinants of women’s contributiohausehold budget. We will focus on
urban informal sector women. The use of primaraaadll be another novelty of the study.

%See also the other studies who have focused oarfaod determinants: Irfan (1983) for Pakistan;
Kozel and Alderman (1990) for urban Pakistan; Atden and Chistie (1991) for rural Pakistan; Hami@o()
for Pakistan; Duncargt al. (1993) for marital status and children’s impacta&mour market choice; Lokshiat
al. (2000) for effect of childhood development prograes on female labour force participation in Kenya;
Coady, et al. (2001) for impact of community programmes on wontamour force participation in China;
lacovou (2001) for fertility as determining factafrfemale labour supply; Hafeez and Ahmed (2002)&bour
force participation of married women; and Joreesl. (2003) for work decision of married women.

YSee other recent studies who accepted the cortnibof women: Khattak and Sayeed (2000) for
subcontracted women workers in Pakistan; ILO (2G62)nformal sector of developing countries; Eapenl
Kodoth (2002) for women in Kerala (India); HafeemaAhmed (2002) for women in Punjab (Pakistan); and
Hoffmann and Leone (2004) for Brazil.
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CONCEPTUAL INTERPRETATION OF WOMEN'S STRUGGLE

Women working in the informal sector are at thedstvend of the socio-economic
spectrum. They are uneducated, work as low statukes, having lack of capital and
mostly live below poverty line. Generally these wamare ill-informed about the market
and mostly depend upon contractors and middle-nzasing no legal protection. The
women in this sector are mostly engaged in homeéamterprises like piece-rate
workers, family business, domestic workers, selplyed enterprises and casual
workers. These women usually take up such jobs usecdahey are unable to get
alternative employment. There are strong rigid uralt constraints, which restrict their
mobility and handicap them for having employmentsale the home for remuneration.
However, their struggle for their family surviva accepted. In this section we will see
how different socio-economic factors (although wxdt, political and religious factors
are equally significant) affect their struggle tiaproxied by their contribution. On this
basis we will select the variables for our analySise life cycle of an adult may affect
his/her financial support to household budget. Thypotheses about the effect of a
woman’s age on her contribution in household incaonmay be postulated. Firstly, the
increase in age may raise her contribution duei)tdafger family size and income
dilution effect (ii) work experience and high wagesthe latter age, (iii) awareness
positively correlates with age, (iv) presence dspfing in the household to look after
household chores freeing mothers for labour, andtig fact that older women have
more and relaxed social contracts as comparedunger women. Second hypothesis is
that elder women have comparatively elder off-gp@s compared to younger mothers
and in poor households the children give finansigdport to household by participating
in the economic activities so women in latter age kess required to contribute in
household budget. In the empirical studies, which mostly concerned with work
participation of women, Hartog and Theevwes (198@ihed that younger women are
more concerned with participation decision whildeslwomen are more concerned with
working hour’s decision. Lockshirgt al. (2000) have revealed that mothers in the age
group of 26-35 years are more likely to be econaltyiactive as compared to other age
groups. As concerns the formal and informal sedummal sector employees reach at
their maximum earnings in between 35-45, and infdrsector employees reach at their
maximum earnings between 35-54 years of age [KazélAlderman (1990)]. La Ferrara
(2002) has found a negative relationship between agl woman'’s time allocation to
work. Azid, et al. (2001) have found a linear positive relationshgtween age and
woman’s participation in economic activities. Larfaea (2002) concluded that earnings
of the women increase with age and job experienterdturns increase at decreasing
rate’? lllahi and Grimard (2000) have concluded that afieghe woman has concave
relationship with time spent in work. Time spentwork rises reaches a maximum, and
the falls again. Nagvi and Shahnaz (2000) havenastid a positive relationship between
age of the woman and her economic activity (forabe group of 15-49 years). All these
studies are differing on the matter, but life-cyadé the woman affects the work
participation. We are concerned with contributidmoman in household budget. It may
be postulated that age of the woman affects heribation in the household budget. We
will include the age of the woman as an explanat@njable for her contribution.

Fafchamps and Quisumbing (2003) have taken theandeage-squared of the woman as a proxy of
job experience and found a positive relationshipgvben income and job experience.
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Individual characteristics of the women influenbe tevel of her contribution in
household budget. Education is perceived as therndjaracteristic, though in the
informal labour market, the employed-women have pamatively lower educational
level. The educational level of a woman may workwn ways to affect her contribution.
For example, if education increases her produgtivithome tasks then she would prefer
to stay at home and contribute nothing to househaoltbet but if the opportunity cost of
staying at home is larger, then she would devate tin the market for earning and
contribute to household budget. The third optiory ina combination of the both. In the
previous literature, the education has shown cdidliag effects on labour force
participation decisions and earned income. La F&r(2002) concluded that education of
both male and female workers in informal sector hassignificant effect on their
earnings. Naqvi and Shahnaz (2002) estimated tlae-educated women are more
likely to participate in labour force. Hamid (199d9ncluded that educational level of
women negatively affects their labour force papt@tion decision. Eapen and Kodoth
(2002 for India) explained that improved endowmeates in India has not played the
transformative role as expected, even higher ethucéias not motivated the women to
challenge the gender role assumptions. Despitee tbestradicting evidences of role of
education in work decision, working hours and gendiecrimination challenges, the
struggle of the women for family survival may bepbthesised to be positively affected
by the education of the women. It may be through &mhanced productivity and
awareness.

The marital status of a woman is not only concesmitlal whether a woman is married
or not but it has reference of dowry system, famstilycture and inheritance of property rights.
These references are ultimately connected with steiggle for family survival. Eapen and
Kodoth (2002) concluded that families mediate emplent and education of women towards
the marriageability of girls. It is further evidestt[see, Pangestu and Hendytio (1997); La
Ferrara (2002)] that socio-economic status of divitual within household is determined by
his/her marital status. For the work decision, Gierz (2004) concluded that married women
(with or without children) devote more time to wdhan never married [see also, McGrattan
and Rogerson (2004)]. Naqvi and Shahnaz (2002)lwdedt that married women are less
likely to participate in economic activities. Jonesal. (2003) have also shown that married
women and single women have different approacheartts work-hour and wage rate. For
the urban informal sector, we hypothesised that avooontribution in household budget may
have different pattern concerning marital statugvomen. Women in this strata usually do
not work before marriage and if they work they stoweasual approach towards work. They
usually support their mothers’ work in householdegrises and home-based contracted
work. Even some time they go out for factory wdrkhiey are skilled. All that is done to
collect the dowry. They do not have commitmenthigir work but after marriage they are
forced by their circumstances to seek employmeaotder to support their growing families.

Head of the household is a person who bears tled dgponsibility of economic
maintenance of the household. Alternatively, heithe household is the person, who
provides most of the needs of the household afanigiar with all the activities of the
household. In the absence of any male head of holtsefemale heads the househbld.

Though Abadian (1996) reported that sometimes wodwas not act as head of household, even
when woman is the sole source of economic suppdhte household.
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Female-headed households are identified as vulleetauseholds. They are increasing
in number and needing policy attention [Buvinic a@adpta (1993)]. Although, female-
headed household as a marker for poverty and \ability has come under criticist.
Widow-headed households are particularly vulner&ioleseholds. Srinivasan and Dreze
(1995) opined that single widows as well as widaadied households with unmarried
children are among the highest poverty strickerskbalds. Mason and Lampietti (1998)
narrated that female-headship is one of the masfuliwdicators of vulnerability in the
absence of anything better. Ray (2000) concludatl ith South Africa, female-headed
households are unconditionally poorer but in Pakisin the presence of economies of
household size and adult/child consumption reltigisithe female-headed households are
poorer than others, but not in the per-capita inegoerspective. Female-heads are
identified as indicators of family disintegratiohife is difficult for them, not least
because of prejudice, but social stigma. They Hawvenore difficulty in maintaining their
families. They are generally more common in LatimeXica, Africa and Caribbean than
in Asia and Pacific—where widows, divorcees ancel@aromen are likely to be absorbed
into extended family households. In Pakistan, don@arms discourage the second
marriage of females but the relatives usually darewidows and abandoned women,
though the economic circumstances of such womennateso good at large. Our
objective to include the women as head of houseasldn explanatory variable is to see,
does such women’s contribution in household budtier from their counterparts,
where heads of household are men.

The ownership of assets by a woman is an impoitatitator of the socio-
economic standing of a working woman in informattse. The ownership of assets
implies a relative degree of security to woman.drhécally the ownership of assets may
impact the contribution of a woman by two ways.dne way, the assets make the
woman/household richer and financially stable tgtothe un-earned income and woman
is less likely to contribute in household budget.the other way, if the woman owns
assets, it may be easier for her, specificallyriforimal sector to work at household-
enterprise. Generally, in the low-income househdlds presence of assets increases the
demand for labour, which is partially filled by vikimg women of the household. Sultana,
et al (1994 for rural Pakistan) have used asset vadue @roxy for non-wage income of
the household and found that a change in non-wag@rie has a negative effect on a
woman’s time allocation in the market as well ashame since it increases the
consumption of leisure. We will include a binaryrighle, i.e., whether the informally
employed woman has assets or not, in our model.vibman having assets contribute
more, policy may be proposed to increase the as§éte women.

The characteristics of household members alsogtaynportant role to determine
the struggle of a woman for family survival. Théeicycle, education, gender, income
level and employment characteristics of the adalthe household are important actors.

YCritics have pointed out the diversity of femaletied households, in particular the difference in
economic conditions between single-person eldetdgudlly widowed) female-headed households and
households with children headed by females in theelace (temporary or permanent) of adult malesl¢yar
(1996)]. The latter category often fails to distirgh sufficiently between whether or not economipport is
provided by the absent males [Rosenhouse (1988jheShave argued that the differential poverty ofidke-
headed households may be small and have littleavee#ffect given their different spending pattdtrmiat, et
al. (1993)].
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Specifically the characteristics of husband anddh&fahousehold play a vital role. In a
society like Pakistan, husband usually acts as béd&usehold and is always the main
bread winner of the household and steers the tetvof household members. We will
include the life-cycle, education and employmeantist of the husband as explanatory
variables for women'’s contribution in their houskehimcomes. The variable will help us
to identify the characteristics of the household®se wives are contributing more or
less in the household income. Though in the previliterature, there are conflicting
views about the effect of husbands’ education amafe labour force participation.
Duncan,et al. (1993) have concluded that husband’s educatioitiypely affects the
probability of a woman’s earning income while SoHaet al. (1994) revealed that
husband’s education has negative impact on worticgaation of women.

As concerns the husband’s employment status it beag critical variable for a
woman’s contribution in household budget. Generallpman’s contribution is
determined by household’s economic vulnerabilityiothdepends upon employment
status of the husband who is usually head of thesdiwold and responsible for household
expenditures. Sultanat al. (1994) have found that an increase in male waigerealuces
the female’s time in market work. For the infornsactor, the unemployed husbands
often rely on their women. Even men do not try haodfind work and remain
unemployed. They take women employment as sulsstitutheir employment [Kharet
al. (2005)].

According to neoclassical economists, educationaofvoman is the key
determinant of her labour force participation damis We may connect it with her
contribution in the household. A woman with highevel of education is more likely
to enter labour market [see Becker (1980)]. On dhbieer hand structuralist school
argues that there are many other factors besidesatidn which compel a woman to
enter labour market [see Benham (1980)]. The majoe of them is household
income. A woman is more likely to enter labour metrkif she belongs to a
household of lower-income group. Along with thispn ainderstanding of the
inspiration and motivation of a woman to enter labanarket and contribute in
household budget is important for analysing hereshaf contribution. Aspiration is
determined by socio-cultural and economic factoike | cultural influences,
education, religion, and norms adopted by the conityuthe value, position and
role of women accepted by the community), unemplegtrievel in the region and
general standard of living. Most of all, a womars lespiration for financial welfare
of the household. In this way household income heitees the motivations of a
woman to work and contribute in household budgdteAman and Chistie (1991)
argued that an increase in household income redwoels by women in the market
leaving work at home unchanged. To investigate pleeception that informally
employed women belonging to lower-income househalostribute more or less in
their household budget, we will use per-capita letnaédd income per month (in
hundred rupees) as an explanatory variable in theett®

%some studies have used the characteristics ofraguftoers of the household like the educational e
employment status of head of household as a paxydusehold income, due to the problem of enddtyeot
explanatory variables. To overcome the problermdbgeneity of household per capita, we have useddhsitivity
test, i.e., by including and excluding the HHPCW¥u$ehold per capita income) in the model the ecetranestimates
remained unchanged. So we have included the hddgstraapita income as explanatory variablesémibdel.
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Conceptually, two alternative hypotheses may bduteted about the impact of
household size on a woman’s struggle for familyvisual. One is that in a larger
household, there is surplus of labour supply withim household and a woman needs less
to contribute in household budget. The other eguampelling argument explaining the
mechanics of larger household is that there areemmuths to feed so a woman has to
contribute more to the household budget. Furtheemiora larger household, the family
members may support a woman in house-keeping aitdtadre and make her free to
economically contribute in household budget. Sygte tof support may be provided by
sisters, daughters, or mother in-law. Alderman @mistie (1991) have found that an
increase in number of adult females in the houskhetluces the work burden of a
woman at home and an additional male or child mses such work-load.

Household size and structure are inter-related eqatsc In determining a woman'’s
contribution in household budget the householdctire (nuclear family system or
combined family system) becomes relevant. Jointlfagystem is prevalent in Pakistan.
In a joint family system a woman apart from hertbarsd and children, lives with her in-
laws comprising her husband’s parents, grand parémothers, sisters and some-times
some other family members. In a nuclear family siheply lives with her husband. For a
working woman nuclear family system has disadvaegagn child-care, home-
management, and care for husband. On the other imandmbine family system the
disadvantages are the zero-saving by woman duetta-kurden of in-laws and some
times working woman may be dictated by in-laws. Hewbility may be subject to
permission by co-residents which hinder her to reomae paid-activity. Furthermore, the
distribution of resources within the householdriiuenced by bargaining power of the
individuals or groups within the household whichymaduce the contribution of a
woman, as generally in-laws have higher bargaipimger. On the other hand, in nuclear
family system a working woman has advantages oérates of interference from co-
residents and in combined family system, the cadesds support in home-care
management making her free to contribute in houdefwdget. To detangle the effect of
household size and nuclear family structure on anams contribution in household
budget, we will include two types of explanatoryrigbles in the model. They are (i)
continuous variable, i.e., number of household nemsband (ii) binary variable, i.e.,
whether the household is nuclear or have combiasdly. The variables will help us to
identify that whether the larger households aretaknore contribution for women or the
smaller ones. Similar identification will be foretmuclear or combined households.

The volume of a woman'’s contribution in her houddhmdget may be influenced
by demographic characteristics of the househokl tile number of children, their gender
and age. Even the activities of these children, ¢lild labour, schooling or home-care
may also determine the contribution of a woman. ifif@nts and school-age children in
the household may differently affect the motherstcibution in household budget as
both require different tasks of child-caring. Tinéants need full-time care and presence
of mothers with them in the absence of other hoolsemembers caring for them, while
school-age children comparatively need less timemfrmothers. An additional
requirement by the school-age children may be #lp m home-work of schools. But
school-age children consume more of the househeddurces on food, clothing and
specifically on education. In this case, mother niagrease household resources by
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contributing in household budget. As concerned sblool-age children, Camps-Cura
(1998) explained that with the beginning of secomiistrial revolution child labour was
replaced by that of woman, even by that who waented as housewife in the Municipal
Census. A smaller number of children and their m#any schooling along with an
improvement of woman’s position within the factomjth respect to man explain this
substitution. Duncaret al. (1993) argued that the presence of children inhthesehold
significantly affect the probability of a womansblour force participatiolf. In a society
like Pakistan, where worth of a woman is attacheth whe number of children
(especially boys) she bears, the number of childrehe household may exert an impact
on her contribution in household budget. The presséihousehold tasks on woman due
to presence of the children in the family may cawsenan to spend more time at home
and may limit her financial contribution in hous&hbudget. Furthermore, if the children
are involved in paid-work, that is a prevalent phenon in poor communities of
Pakistan, the contribution by these children maysttute the woman’s contribution. The
number of children may exert pressure on womanrgritmtion in household budget in
other ways, i.e., (i) large number of children needre household resources which are
partially provided by woman’s contribution, and) @ihe households containing a large
number of children are more likely to be livingpoverty. For example, in Pakistan poor
households have 75 percent more children as cochgaraon-poor households [ADB
(2002)]. It may compel the woman to contribute marehousehold budget. We will
include the number of school-age (5-15 years) odnidin the household as an
explanatory variable for the contribution of a wama her household budget.

In the Pakistani culture, the primary responsipifiir a mother is home-care and
child-care while head of household (usually hushandhainly responsible for living cost.
A woman’s contribution in household budget is deieed to some degree by comparing
her productivity at home and in the labour markafants require constant care, so
mother’s productivity at home is higher in this €gbhan potential returns from outside
work. Lokshin,et al. (2000) concluded that economic incentives in thenfof child-care
centres by public sector have a powerful effectrenwork behaviour of a woman. Unlike
the developed economies, there is less opportwfitday-care centres in developing
countries. In Pakistan specifically, where theilfgrtrate is higher and women have larger
number of children, the concept of day-care ceistiavisible. So the number of infants in
the household is speculated to influence the wosnaahtribution in household budget
negatively'” Empirical evidences have shown conflicting eieat number of infants on
labour force decision of the women. For examplepvau (2001) has found that children
under five years of age have no effect on theihers labour. Khan and Khan (2008) have
estimated a negative impact of number of infantsveman’s contribution in household
budget.

The adult members of the household generally irctimabined family system are
comprised of the prime-age children, brothers asigrs of the head of household, father
and mother of the head of household, and simildmgther, sister, father and mother of
the wife of the head of household. Even sometirttess spouses of the children, if they

*%Though, Sathar and Kazi (1989) concluded that wagrlstatus of the women affects the fertility and
desired family size.

The exemption may be where woman is employed inehenterprise and there is great likelihood of
flexibility of working hours, thereby woman'’s wodoes not conflict with child-care.
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are married and brothers and sisters of the maipleolhead of household and his/her
spouse) becomes the members of the combined fagyshgm. In the nuclear family, the
adult members may be the prime-age children.

The presence of prime-age children (16 years ovagbmm the household may
differently affect the contribution of a woman imet household income as compared to
infants and school-age children. The prime-agedodil belong to working-age group so
they may increase household resources by joinibguaforce and may decrease the
contribution of a woman. Even the presence of rmatkfemale prime-age children in the
household may differently affect woman’s contribatias female prime-age children
have comparatively less opportunity for labour éparticipation and more consumption
expenditures due to be in marriage-age group aedepce of dowry system. We will
include the number of prime-age male children amehlver of prime-age female children
as explanatory variable in our model. The otheltadembers of the household may also
affect the contribution of a woman in household drtdin a number of ways, i.e., (i)
through their characteristics like education, gendge, employment and income status,
(i) through their time consumption in home-caré\aties and production activities, (iii)
their behaviour towards the female contributiorhousehold budget which is basically
based on the socio-cultural norms of the househaldl community, (iv) allocation of
resources within the household adult members, @ndafgaining power of the members
or groups of members within the household. So lerstiand sisters of the major couple
may differently affect a woman’s contribution framother and father of the couple. We
will divide the adult members into two groups,,i@lult males and adult females.

It is usually accepted that access to financiavises significantly impacts the
lives of the poor. Empirical evidences have shoat,tamong the poor, those who
participated in micro-financing programmes wereeatiol improve their living standard,
both at individual and household level, much bettan those without access to financial
services. For example, the clients of BRAC (Bangi&mdRural Advancement Committee)
increased their household expenditures by 28 petreed assets by 112 percent.
Similarly, the impact studies have shown that inrpmouseholds with access to financial
services, children were not only sent to schodaige number, including girls, but they
also stayed in school longer time. In Bangladesimost all girls in Grameen client
households had some schooling, compared to 60 mteofenon-client households. It
explained that financing availed by the woman oudshold make the woman to
contribute more in household budget. It further esthe woman more confident, more
assertive, and better able to confront systematitdgr inequalities. Loaning enables
poor women to become economic agent of change breasing their employment
opportunities, productivity, and income accessiragkats and information, and decision-
making. In Indonesia, female client of Bank Rakialonesia (BRI) were more likely
than non-client to make joint decisions with théwsbands regarding allocation of
household money, children’s education, use of emefptive and family size, and
participation in community events.

The most common loans for informal workers are oiiredit loans. These loans
are enough for hard-working micro-entrepreneurstéot or expand small business such
as raising live stock, buying whole sale producissell in a market, and buying
embroidery and sewing-machines, etc. Incomes frbese businesses provide better
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food, housing, health-care and education facilite@sentire families. Most importantly,
additional income provides hope for a better seipyment.

The literature on informal sector has shown thastad the families working in
informal sector of Pakistan were highly indebtedhe3e loans were taken from the
thekadar (contractor) or sub-contractors for the purposetreitment of a household
member, house construction or marriages. Theseemdnkere reported to be exploited
through payment less than the contracted ratest{fithand Sayeed (2000)]. Some times
these loans were also used for investment. Therdeaser facilities of loaning from the
formal institutions so majority of the informal wars take loans from informal sector.
As concerns the women, it is very rare, that woingnlved in informal sector activities
are taking loan from formal sector. We will includ® our study, a binary variable
representing whether the household is availingltlae (either from formal sector of
informal sector) or not. If the household is avgjlloan and woman is contributing more
in the household, from the policy perspective thgults may have a significant measure
to increase the contribution of women.

ANALYTICAL FRAMEWORK

The phenomenon of market-based informal sectoriffierent from home-based
informal sector. The women are mostly involved amie-based informal sector but market-
based informal sector also absorbs the femalesc@ngern would be the contribution of
women so broadly the informal sector comprisingpoth market-based and home-based
will be covered. In our framework, we will take twypes of the variables, i.e., the variables
to identify the women who are struggling compasdtivmore for their families, so the
economic significance of these women for their lrbiotds may be explained. For instance,
the variable may be the age of the woman and weosgpthat estimation shows that older
women are contributing more or struggling harder féonily survival. The target group
may be the older women for explaining their siguifit struggle and maintaining their
contribution or younger women for a need to incee#iseir contribution. The other
identifying variables are the marital status, hbegdof the household, husband’'s age
education and employment status, nuclear statukeohousehold, household per-capita
income, poverty status of the household and holdesine and its composition. The
second type of variables may demonstrate the ppliogosals to increase the contribution
of women. The variables are education of the woroemership of assets by the women
and loan availed by the household. In this way,athalysis have two dimension, firstly to
identify the women who are struggling harder threcs for family survival and secondly
to frame the policy proposals to target these wonTde data collection, defining of
variables and model specifications are presentétkeimext section.

DATA COLLECTION AND ESTIMATION MODEL

We have used primary datahat was exclusively collected for the study bystér
sample technique. The informally employed women @®ding in clusters of poor

®The official data on women’s labour force has sesioproblems and underestimations,
inconsistencies, and biases. Some are based @tiwap rather than actual figures, others havevkrimases,
and many are extrapolated from partial informatjBehrman and Rosenzweig (1994); Srinivasan (1994);
Chanie (1994)]. Even the reliability and compaiipibf the gender-disaggregated tables produceldNipP or
the World Bank are also questioned [see Srinivgsaa4)].
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community. These clusters are formed spontaneduslthe demand of informal labour
market. For instance the women working on ladiessis are present in inner city and
domestic servants and home-based handicraft woekerspresent in slums of city, so
cluster sample technique has been adopted. A safv8%5 urban households of district
Bahawalpur in March and October 2005 which haveastt one working woman in the age
group of 16-60 years made the information v&lidKeeping in mind the variation of
income in different seasons, survey has been donevd sessions. The sample was
consisted of six clusters having variations of @@xonomic situation but concentration in
informal employment. Data was collected by doaddor survey and questions were asked
to working women. Income of the working women waleeh in rupees per month. Income
in the form of kind, which is frequent in informsgctor, was converted into cash at market
price. In the case woman was working on piece-oatself-employed, that is usual for
informal sector, the value added in the productherrate agreed between contractor and
women was the wage/income received by the womamnkd#igrice for the used products
given as wage and food was taken from the markattoethe cluster or from the market of
used goods. Similarly, the daily or weekly incometlee woman and household is
converted into monthly income. If the woman is emypt in a household enterprise and
the whole family work for it, the share of the wamiaas been segregated by the share of
the number of working hours on the assumption tiagital and resources were equally
contributed to the enterprise.

To capture the contribution of informally employ@gbmen in the household
budget (in urban areas) we estimated on the OLSemad which contribution of a
woman was a function of several socio-economic aldeis. These socio-economic
variables are related with women characteristicsnfan’s age, education, marital status,
woman as head of household, ownership of assetthéywoman¥’ and household
characteristics (husband’s age, education and gmgot status, household per capital
income, household poverty status, household sizelear or combined family structure,
number of children in the household, number of nitgain the household, adult male
members of the household, adult female membeinseofibusehold and the loan obtained
by the household}: The community characteristics are also importantdetermining
the woman’s contribution. They may be presence ofkimg women’s association,
presence of any micro-financing institution in fth@mmunity, community-based child-

®Though a significant part of the females under &éry of age is economically active in Pakistan and
they are contributing a lot in household income Wwatassume them child labour. Naqvi and Shahna22(20
have analysed the working women in the age groutbef!9 years. In this case the upper age limibvs bs
after 49 years of age women remain involved in eodn activity.

2Some other woman characteristics like the headttusstof woman [Mehrotra and Biggeri (2002); Eapen
(2004) for India and Pakistan], type of the jobrkvexperience of the woman [Mehrotra and BiggedD@)], learning
by doing characteristics, childhood nutrition meadiby height [Fafchamps and Quisumbing (2003)], atitained
from any formal institution, vocational or techditaining of the woman, membership of any workimgmen’s
organisation angbrudha (veil) [Azid, et al. (2001)] are equally important factors determinthg contribution of
women in household but due to time and data canisiva have not included them in the study.

ZThe other household characteristics that may affieet contribution of women are provision of
electricity in the household [lllahi and Grimard(@®); Mehrotra and Biggeri (2002)], provision ofteasupply
in the household [lllahi and Grimard (2000)], eatrend non-earned income of husband, distance of the
household from market [Sultanet al. (1994); Azid,et al. (2001)], household living index, ratio of school-
going children to school-going-age children andatiise to school from the household [Khahal (2005)],
and wages offered to other household members [lhickst al. (2000)], etc.
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care centres [Eapen (2004)], dowry-related custamd crimes [Eapen and Kodoth
(2002)], inheritance of property rights, and ocdigraal segregation. These variables are
out of the scope of present study.

Khan and Khan (2007) have analysed the contribaiamomen in household income
focusing on the individual characteristics of thenmven. Khan and Khan (2008) have focused
on household characteristics of urban and rural emwinvolved in informal sector. The
contribution of women in both studies was definedtlze ratio of the woman’s monthly
income to the total income of the household. It tnaye some degree of slack in measuring
the contribution of women, in cases like that & thoman has obtained loan for the household
enterprise and she is paying it back from her iredamilarly, some part of the income may
go to the transport expenditures for the womanrttat be significant amount in urban areas.
Some times dress and food are provided by the gemlto woman involved in informal
sector, so we have taken the contribution as ttie o woman’s expenditures for the
household to total expenditures of the househafatifer originality of the present study is
that it has focused on the urban areas as they diffigeent socio-economic status of the
women, infrastructure, labour market, skill develgmt opportunities, transport and energy
facilities, micro-credit facilities and householgling cost. The contribution of woman in
household budget was defined as the ratio of thmams monthly expenditures to the total
monthly expenditures of the househ@ldThough Doss (1996) concluded that income
controlled by the woman is spent differently thanome controlled by men, but we have
assumed that income earned by a woman workingomial sector becomes the part of the
household budget. The economic activity is defirexl the paid-employment, self-
employment, or employment in family enterprideSome studies [see for instance, Pangestu
and Hendytio (1997)] have defined the working worasmomen who are working for other
people or legal entities and are compensatedamdial terms or payment in kind. They have
ignored the self-employed and women involved inifiaemterprises. In Pakistan specifically
in urban informal sector, a number of women arelired in these two kinds of employment.
So we have considered these women as labour fatieipating women. The reference
period for woman contribution was taken two moratsnformal sector has the characteristic
of change of job frequent occurrence of transitanemployment along with seasonal
unemployment. The reference period for husband@mpnt is taken one month.

The widespread prevalence of working women in eveountry gives the
contemporary mathematical models. For instance,c@uret al. (1993) have used probit
model, Sultanaet al. (1994) OLS and Probit model, lllahi and GrimardQ@phave used
probit, OLS and tobit models for a series of fumts$, Naqvi and Shahnaz (2002) logit and
probit model, Mehrotra and Biggeri (2002) orderedjitt model and Fafchamps and
Quisumbing (2003) tobit model, and Kha,al. (2005) have applied binary logistic model.

2The use of wage rate and working hours as contmwatiable are conventional in the literature to
proxy for employment status and income [see foiaimse Azidet al (2001) and Hartog and Theevwes (1986)
who have used working hours]. It may be proxy fontcibution of woman in household budget. As thgava
rate or working hours in the informal sector is mdicctuated and it is difficult to obtain the imfoation in the
survey due to preconceptions of the individual,wed have taken the ratio of the monthly expenditiare
household budget as contribution of women in hoolsebudget.

Z)\e are concerned with only economic activitieshaf women, if all the activities of women would
have been taken in the model (assuming that allitees contribute to household budget, directlyiratirectly),
the activities would be paid-employment, self-emppient, employment in household enterprise, and home
care activity, and/or combination of some or alttadse.
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All of these studies were concerned with work deni®f women having binary variable or
limited variables. Most recently to estimate thatgbution of woman in household income
Khan and Khan (2007, 2008) have used OLS model.avéealso concerned with the
contribution of a woman that is continuous varialsle we have estimated contribution of
woman in the household budget through OLS model.flihction is

COWEf (Xy........... X,) (D)

Where COW is the contribution of women in household budgét......... X, are the
exogenous socio-economic variables influencingchatribution. To check the presence of
multicollinearity, we have used Durbin-Watson t€te common problem encountered in
cross-sectional studies is heteroscedasticity, a/@dstence renders the OLS estimators
inefficient. White’s heteroscedasticity test is rid out to examine whether
heteroscedasticity is a problem in our study, astimation procedure is adopted
accordingly. The definitions of dependent and exgiary variables are shown in Table 1.

Table 1

Definitions of Dependent and Explanatory Variablesed in the Model
Variables Definitions

Dependent Variable
COW (Woman'’s contribution in household budget) « Ratio of woman’s monthly expenditures in the hboksk
to the total monthly expenditures of the household

Independent Variables

WAGE (Woman’ age) + Her age in completed years

WAGESQ (Woman'’s age squared) + Her age squared

WEDU (Woman'’s education) + Her completed years of education

WLIT (Woman’s literacy statu&) + 1 If she is literate, 0 otherwise

WMAR (Woman’s marital status) + 1 If she is married, 0 otherwise

WHEAD (Woman as head of household) + 1 If she is head of household, 0 otherwise

WASST (Woman'’s ownership of assets) + 1 If the woman owns assets, 0 otherwise

HAGE (Husband's age) + Husband'’s age in completed years

HEDU (Husband’s education) + Husband’s completed years of education

HLIT (Husband's literacy status) + 1 If the husband is literate, 0 otherwise

HEMP (Husband’s employment) + 1 If husband is employed, O otherwise

HHCPY (Household'’s per capita income) + Household'’s per capita income (in 00 Rupees) patim

POVTY* (Household’s poverty status) + 1 If household’s per capita income per month is
Rs 848.79 or below, 0 otherwise

HHSIZ (Household/family size) * Number of household/family members

HNUC (Nuclear status of household) + 1 If household is nuclear, 0 otherwise

NCHILD (Number of children in household) + Number of school-age children (5-15 years) ifthesehold

PRIMM (Number of male prime-age children * Number of male children (more than 15 years) & th

in household) household

PRIMF (Number of female prime-age children + Number of female children (more than 15 years) in

in household) the household

INFANT (Number of infants in household) + Number of infants (up to 5 years) in the household

ADLM (Number of adult males) + Number of adult males in the household

ADLF (Number of adult females) + Number of adult females in the household

HLOAN (Household’s availability of loaf) + 1 if the household availed loan, 0 otherwise

**The official definition of literacy in Pakistan fene who can read a newspaper and write a simple
letter”. Though the literacy so defined cannot beepted “functional literacy” that is what an inidival needs
to function in a society which is becoming increay complex, we have included the official defioit of
literacy in the model due to the fact that workimgmen in informal sector are poorly literate.

ZThe official Poverty Line of Pakistan is Rs 848p#9 capita per month [Pakistan (2004)].

%% pan utilisation includes loaning from formal amdarmal modes of financing.
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RESULTS AND DISCUSSION

The summary statistics and OLS results are givehainle 2. The majority of the
results are statistically significant and are cstesit with the theoretical implications of
women’ contribution in household budget. The Dustdfatson test clears the presence of
multicolinearity among the explanatory variablesheTWhite test encountered the
problem of heteroscedasticity.

Table 2
Summary Statistics and OLS Results for Women'#riBotion to Household Budget
Variables Mean  Standard DeviatioStandard Coefficient Beta  T-values
Constant - - 179.946 2.8765
WAGE 31.7352 25.2187 1.79092 1.4256*
WAGESQ 983.24 207.269 -0.0258 —-1.9678**
WEDU 3.0162 9.6141 0.1380 2.0667**
WLIT 0.3766 0.5347 0.3009 2.6291*
WMAR 0.6931 0.5973 6.0191 1.7072*
WHEAD 0.1668 0.5248 1.2714 1.7674*
WASST 0.2943 23.6971 2.9886 1.2674*
HAGE 39.4850 23.6576 1.2756 0.6557
HEDU 3.5918 12.1338 -0.1815 —1.7938**
HLIT 0.4251 0.6934 -1.2713 —2.0953**
HEMP 0.5395 0.3128 -2.0017 —2.6941**
HHPCY 770.37 698.25 —-1.9485 —1.9367**
HPOVTY 0.5983 0.5460 1.1473 2.8567**
HHSIZ 8.1435 1.3294 1.6467 2.0285**
HNUC 0.3273 0.2475 1.8140 1.6473*
NCHILD 3.2464 1.9732 -1.0931 -1.9763**
INFANT 0.2735 0.1637 —-1.9555 -1.8668*
PRIMM 0.2417 0.1469 1.2139 2.1581*
PRIMF 0.3763 0.1973 -2.0153 —1.9259**
ADLM 0.2340 0.1283 —2.7354 —2.6473**
ADLF 0.3485 0.2160 -4.0718 -0.3786
HLOAN 0.1945 0.1802 2.9245 2.4057*
Number of Observations 937
R-squared 0.7319
Percent Correct Predictions 0.7456
Durbin-Watson Stat 2.1046
F-statistic 1648.3049
Prob (F-statistic) 0.0000

** Indicates significant at 5 percent level, anthtlicates significant at 10 percent level.
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The following features of the results are worthimgt

Woman'’'s Age

It is found that for the women in the age bracKel&®-60 years, there exists a non-
linear relationship between age of the woman amccbatribution in household budget.
The contribution increases by increase in age huthe later age the contribution
decrease$. It may have different explanations, foremost maythat age alternatively
job experience does not enhance the income irearliway. Secondly, in the age group
of 1660 years, the comparatively younger womerphgsically more productive where
unskilled labour is concerned and that is the attaristic of informal sector, while in the
older-age group the women are physically less prtdeier Thirdly, in the older-age group
women have adult offspring, which contribute howdétbudget consequently woman'’s
contribution decreases. We have mentioned in tladyaical framework that age of the
woman is included in the model to identify the waormuseholds where women are
struggling more rather than less. The results éxplaat in urban households where
women are employed in informal sector activitids®e households having middle-age
women (in the age group of 16-60 years) take morgribution in household income as
compared to the households having younger andr-agte women. To increase the
contribution, the households with younger women alger women would be the target
households in policy framework.

Woman'’'s Education

To capture the effect of women’s education on tbeirtribution, we have included
two types of explanatory variables regarding worehicatiorf® i.e., continuous variable
rlepresenting the number of completed years of @thrc of a woman, and binary variable
representing whether the woman is literate oeitite (same types of variables have been
used to capture the effect of husbands’ educatiowamen contribution}? The objective
for inclusion of this variable is to reach the pglproposals to increase the contribution of
women by educational facilities. We have found sitpe relationship between the number
of years of education (as well as literacy statis dinary variable) and contribution of
woman to family income. It supports the neoclasdigpothesis [see Becker (1980)] that a
woman’s labour market activities are positivelyatetl with level of education. It also
supports the views of structuralist school [seelaem (1980)] that within a specific income
group an increase in education results in to irseréa supply of a woman labour force and
its returns. Our results make it imply on the ineognoup of informally employed women
workers of urban areas of Pakistan. Alternativéhe literate women are successfully
struggling for their family survival. The possit@gplanation may be that level of education
among women implies to improve their skill througining. It creates an opportunity for
them to adopt changing technology. The betterdchirworkers lead to increased
productivity and wages. The other aspects of womeducation on her contribution in

ZThe contribution is maximum at the age of 35.2 yeas coefficient of woman age = 1.7909 and
woman age square = —0.0258.

*The educational level of women may stand proxy ages or earned income, so we have not
included the wage rate of women in our analysiasrasxplanatory variable.

%To make a comparison of literate women to illiterabmen, we have used binary variable of literacy
status of women.
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household budget may be: the education increasesran’s efficiency in household task
and reduces the time in home production, so mare i5 devoted to paid work and more
contribution is done in household budget; femaléh more education may have a strong
tendency to perform fewer household chores; eduta positively associated with
women’s control over earned-income, which provide iacentive to paid-work and
contribute in household budget; education makesetposure of a woman to the other
world and enhance aspiration for quality of lifehigh give motivation to earn more and
spend on household items, children’s educationfamily health; and education positively
influence a woman’s health, which results into kigiproductivity/earned income and
higher contribution in household budget. From tbécg perspective, provision of female
education may play an important role to boost thetribution of a woman in household
budget and ultimately her status.

Marital Status of Woman

We have estimated that married women are contrigutiore to their household
budgets as compared to single women. On our satmg@yecomprised of 69.31 percent of
the women. It supports the notion that circumstanoest probably the expenditures of
rearing the children force the married women totgbuate in household budget and to
become second earners of the household. On the loéimel, based on our assumption
that contribution of women reflects her statushie household, it may be concluded that
married women are enjoying better status in thesébald. The results are corroborated
by the coefficients of woman age, i.e., the contitn of woman increases up to the age
of 35.2 years. This age shows that women have bwenied as in the informal sector
households usually females are married in earlggr. 8ut the contribution decreases
after this age, though the women have been mar@ed. explanation may be that after
this age there is initiation of these women to Ipeeomother-in-law due to earlier
marriages of their children.

Woman as Head of Household

We have found that women as head of household ar&ilsuting more to their
household budgéf. An important and clear explanation may be thabady other than
children or old-age household members are preserthe household and burden of
household members, specifically children compehthe contribute more and more in
household budget. From the policy perspective, trget group needing support for
increment in household contribution would be thedée-heads of the household. In our
sample 16.68 percent of the women heads the holgsehss we have assumed that
greater contribution by the women in the houselstithds for her good status in the
household is confirmed by the results.

Ownership of Assts by Woman

The ownership of assets by the woman, as a vanedsencluded in the model for
policy formulation. That is, whether by enhancihg bwnership of assets can increase

3t contradicts the findings by Naqvi and Shahn@0@®), that is female heads of the household ase les
likely to participate in economic activity.
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the contribution of women or not. We have found ththe woman involved in informal
sector has assets, she contributes more to theeholds budget' The possible
explanation may be that ownership of assets bywhman enhance the productivity,
ultimately she contribute more to the householdgettdThe ownership of assets makes
availability of financing to the woman for an emBse which enhance the income of the
enterprise and contribution of woman in househaldget. In the policy formulation, it
may be recommended to increase the ownership efsalsg the women.

Husband’s Educational Level and Employment Status

We have estimated that husband’s education (asnconts variable as well as
binary variable) negatively affects the contribatiof women. Conceptually it may be a
unique result because educated husbands are assonrtéaised towards negative social
and cultural norms and encourage the wives for-paitk and to enhance financial status
of the household for the welfare of household membBut for the informal labour
market, where women are involved, the households hmique characteristics, i.e.,
illiteracy, poverty, under-employment and sociofemmic backwardness. When
husbands are likely to have more income due to rpeees of education, it results into
comparatively good economic status of the houseswhgife’s contribution remains low.
It may be explained on the assumption that if leisis a normal good, the husband
purchases more leisure as his income increaseditidrally, it may be in the form of
wife’s non-participation or less participation imbbur market. Such effect is caused by
transfer of intra-household income from husbandan-earning or less-earning wife. We
have further found that a woman from literate husbgs a binary variable) contributes
less in household budget. It again shows that wegdd husbands have low productivity
in the labour market so the income level of houkEhcemains low and women of the
household have to contribute more to household &dg may also be argued that
uneducated or illiterate husbands have larger nuaibehildren as compared to educated
husbands so the household is more likely to be .pBarthermore, illiterate head of
household and larger number of children are theracheristics of poverty. In this
perspective, poverty of the household is the magtofr causing woman to contribute
more in household budget and make more strugglférnfancial status of the household.

We have further found that a woman from unemplayesband contributes more
in household budget. The driving force behind thatgbution of woman in household
budget is to supplement family income that has bemded by unemployment of
husband. The other explanation may be that in Hserace of social security benefits,
woman’s income is the only source of household edjtere, if husband is unemployed.

Household Per Capita Income

It is estimated that mean per-capita householdniecm the sample is Rs 770 per
month. The poverty line for Pakistan is Rs 848. & papita, per month [Pakistan
(2004)]. By this benchmark, on average the houskshblving informally employed
women are living below poverty line. The variabfehousehold per-capita income was

SWe have included in the model the ownership of Bowhop, land, and business assets like
machinery and equipment, etc., as asset.
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included in the analysis to identify the househaldhe aspect of household income, for
which the woman is contributing more or less. Ecoatric estimates have shown an
inverse relationship between household per-capitame and contribution of a woman.
This implies that a woman belonging to low per-tafamily is more likely to contribute
in her household budget and harder to struggléafoily survival. In other words women
choose to work to support their poor households fdeo Hafeez and Ahmed (2002) for
Pakistan; Kazi and Raza (1991)]. The results agicédly supported by a number of
studies. For instance, Lodhi and Haroon (1996 fakiftan) demonstrated that an
improvement in the economic status of householdsldeto decreased probability for
paid-work. On the other hand, as we have assunadihher contribution by women in
the household budget represents her better statiie ihousehold, becomes trivial. Our
results explain that women in the lower per-capittome households enjoy good status
in the household but evidences show that in thestastrata households women have no
status even they are economically active [see NaggiShahnaz (2002)].

Household Poverty Status

Conceptually, it is assumed that the distributibra avoman’s time between labour
market, household enterprises, non-market work éitimprocessing and maintenance) and
leisure is effected by the household poverty. Weehacluded the household poverty status
as a binary variable (whether the household isdivielow national poverty line or not) to
explain that informally employed woman living inetthousehold below poverty line is
contributing more in the household vis-a-visa woman living in household above poverty
line. Our analysis has shown that a woman fromhthesehold living below poverty line is
contributing more in the household budget. Outhefsample households, 59.83 percent are
living below poverty line. It supports the notiomat burden of poverty is shared by the
informally employed women by their contributiongsalso Khan and Khan (2008) for urban
and rural areas].

Household Size and Structure

We have found that contribution of a woman is pesly related with the
household size. More precisely, it is income douatieffect, i.e., larger family size
compels a woman to contribute more in the housebaliget. The other explanation
may be that, adult household members other thamitrking woman, especially
non-working members, may participate in householtbres and substitute the
working woman as child-care providers when she workurthermore, the families
where women are involved in informal labour markégy live at their subsistence
level and an increase in the number of householdninees increases living
expenditures which compels a woman to contributeem®ne of the characteristics
of informal sector is that it absorbs women andidrein. On the other hand the
households involved in informal economy dependsnupeomen and children’s
income. The adult males specifically married onemained economically inactive
which increases the women'’s contribution. Our stfidyher indicated that a woman
from nuclear family contributes more to her houddHmdget® It may be explained

2t contradicts the findings of Naqvi and Shahna20@), where women living in nuclear families are
less likely to participate in economic activities.
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that in nuclear family the earning member may oméythe husband so the ratio of
the contribution of the woman in the household ketdgemains high. It may be
concluded that in informal sector the householdesels upon the woman’s income
[see also Kharet al. (2005); Khan and Khan (2008)]. The results signifg struggle
for family in the larger households.

Number of Infants and School-age Children

We have found that presence of infants in the hloolsedecreases the woman
contribution in household budget. The explanatioamyrbe that the woman devotes
more time for infants within the household so hentcibution remains low. As
concerned the day-care centres, they rarely existirban areas. The informally
employed woman has no access to these centresodiast as well as distance. The
nature, place and timings of the work of an infolsn@mployed woman varies time
to time so chid-care centres utilisation becomegrauticable for her. Here the
woman may take the advantages of combined familgtesy. For the policy
formation, the provision of day-care centres mayréase the contribution of women.
It is found that school-age children in the houddhwegatively impact the woman’s
contribution in household budg&t.It explained the phenomenon that woman
contribution is substituted by children income assuch households, children are
involved in economic activities.

The Adult Members of the Household

It is found that presence of male prime-age childiecreases the contribution of a
woman in household budget and presence of femateepage children increases the
contribution.

The presence of adult male members in the housdtasddshown negative effect
on the contribution of a woman in household buddéte phenomenon has shown a
substitution effect, i.e., the adult male membethaf household and working woman in
informal sector are substitutes for their contribaitin the household.

Financing Availed by the Household

In our sample, 19.45 percent of the households laaaded the loaning facility
either from formal or informal financing institutis. It is concluded that a woman from
the household having loan is contributing moredo liousehold budget as compared to a
woman belonging to household without loan. The axation may be that burden of the
loan on household compresses the household memectically women to contribute
more in their household income. If the loan wa$isatil for a small business adventure
the woman is participating in the business of tbasehold and if the loan was utilised
for consumption, the woman is sharing the conswnpgixpenditures of the household.
Precisely, a woman involved in informal sector slkathe burden of the loan, availed by
the household.

#The gender of the child also accounts for the daumion of a woman, as there exists a gender
disparity in the consumption and investment ondehkit. Due to data constraint we have included timdy
number of children irrespective of their gender.
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CONCLUSION AND POLICY RECOMMENDATIONS

The results have important economic and policy icapilons. The main finding of
the analysis is that economic burden of the houdelm the form of woman’s
contribution (who is informally employed in urbaabbur market) in the household
income increases by all the aspects of povertyhbasehold per-capita income, poverty
status according to the official poverty line, amemployment and lower-educational
status of husband as an indicator of poverty. fleceed that majority of the women
working in informal sector are mainly contributiimg household budget due to pressure
of unmet household budget. They are strugglingfdonily survival. So an increase in
income and productivity of informally employed urbwomen may have trickle down
effects on reduction of household poverty and borden women. Following
recommendations are made to increase the contiibafiwomen.

e To enhance the contribution of a woman in houselmidget, the policy on
women’s employment is to be carefully planned. Asgsty is the main cause of
women’ contribution, the minimum wage legislatiomosld receive the great
deal of attentiori* If minimum wage legislation is maintained, it stbwe
further ensured that the increases in wages bistieal

« The government can intervene for the establishraertiucational and training
institutions for adult women, so that they can é&ase their productivity and
contribution, and support the financial burdentaf household.

* The government should also ensure the provisionsudisidised childcare
facilities. In this way the mothers may get relaxeain child-care duties and
could participate in economic activities and camaarte their contribution in
household budget.

* The lager households have been identified as thseiwlds absorbing more of
the contribution of women. It signifies the womeamtribution in the household.
Such type of women/households needs attention phbment of Labour and
Manpower, and Department of Social Welfare for theages/income and
health and safety measure as they may be the maadtwinners of the
households.

* Woman as head of household has been found to botdgrmore in household
budget. As female-headed households are more alllgeto poverty so this
group of women be targeted in the policy formatimm the income and wage
perspective.

* The life cycle of a woman has shown that her doution in household income
increases by increase in age but decreases afterysars. It may be maintained by
providing them social security benefits, standardges, benefits of annual
increments and benefits like pension and employaldsge benefits. All they lie
within the responsibility of Provincial Departmenf Labour and Manpower,
Department of Social Welfare and Pakistan Old-ageelits Institutions.

« As an increase in the household per-capita incoa® dhown sliding down
effect on the contribution of a woman, it showsttpaor households absorb

3%Under the Labour Protection Policy 2006 workerstia informal sector would be benefited from
minimum wages where an employer-employee relag@vident [Pakistan (2006)].
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more contribution of women. It identifies the pdaoouseholds are as policy
target to enhance their welfare by further incregi$he productivity and income
of the women.

« The more contribution of a woman in her househaldget from low per-capita
household, and belonging to low-educated, illierand unemployed husband
reflects that the informal sector is absorbing logteata of female labour force.
Woman is sharing the burden of poverty, and houdehdnerability in the case
of unemployment of husband. Such type of identifiedseholds, although they
are already taking significant part of their expémes from women
contribution needs attention in the perspectivesadial security benefits for
women from Department of Social Welfare. In thigal these households may
be kept at specified level of living. Otherwiseythmay further fell into poverty.

* The women in informal sector who have availed loantribute more to the
household budget. The ownership of assets like macy, shop, business
equipment, etc., may be a good measure to incréasecontribution of
women in household budget and ultimately elevathghousehold welfare.
In this regard the financial institutions, NGOs, tR&Mal can play an
important role.

* Programmes may be designed to provide credit wrrimél sector households
without collateral, so the informal sector houseBotan remove economic
constraints for the income-generating activitiesie Tmicro-credit institutions
like the micro-finance bank, Khushhai Bank alonghwthe first woman bank
can play an important role. The NGOs may also gagte in financing
enterprises and projects with women workers innf@mal sector.
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Shahid Javed Burki. Changing Perceptions, Altered Reality: Pakistan’s
Economy under Musharraf, 1999-200&arachi: Oxford University Press, 2007. 373
pages. Hardbound. Price not given.

This book is another addition to Shahid Javed Bsinkiork whose writings have
been pivotal for understanding Pakistan’s social aoonomic transitions. The book
examines various sectors of the economy that cbattbme the source for sustainable
growth. Thoughtful public policies in the high-pot&l areas are suggested with the
claim that these could help the country join theksa of Asia’s rapidly growing
economies.

Based on the weekly columns by the author publisheithe daily DAWN, and
focusing on the 1999-2006 period, the tenure ofiBemt Pervez Musharraf, the book
analyses the economic and social problems facedPdiystan. It then discusses the
opportunities that exist for the country in ligtitits geographical situation, and the rapid
changes in the structure of the global economy. i$figes explored in the book include
the reasons for the rapid growth of the econommnfB®03 onwards, as well as its impact
on poverty and income distribution. It is suggesteat these high rates of growth would
not be sustained into the future unless a numbechahges in the structure of the
economy were introduced.

The book consists of eight chapters. The first tdragtarts with a brief discussion
of the country’s economic history as well as theation in mid 2000 (associated with
high growth rates). It then continues to analyse fttors responsible for such growth
with the caution that the economy still needs moasures before labeling it to have
been set on a course of a high level of sustaingtdesith. In this regard the obstacles
particularly related to infrastructure and govewe@are discussed raising crucial points
and suggesting suitable measures. The chapterifidentarious areas that need urgent
attention by the policy-makers advising them to amsthnd the true nature of the
‘determinants of growth’ and how they will affettetincidence of poverty and equality
of opportunity.

The next chapter, Chapter 2, deals with Pakistgatsgraphical situation which
has bestowed advantages to the country not enjbyethany states in the developing
world. Following David Landes’ bookihe Wealth and Poverty of Natiorisgconomists
have begun to emphasise the role of geography acdtion in understanding the
structure of economies and their development oiree.tIn this context, the author
explores the potential benefits associated withideaik's geographical location, that is,
adjacent to China and India. In addition to provate overview of Pakistan’s relation
with China and India, the authors explores Pakistamerging relations with the
countries in west Asia as well as discusses thsilpitises of building new partnership
with the Muslim countries of Central Asia. The cteapalso has a section on the United
States which discusses how the superpower appreabkeeworld while tackling the
problem of international terrorism.
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International commerce is discussed in Chapter Bhwylaccording to author, is a
very important determinant of growth and povertigwdhtion but the country has done
poorly in this area. In addition to an overview $buth Asia’s approach towards
international commerce, as well as of the econofrgnd patterns of trade in the region,
the chapter discusses the reasons for the pogratten of the region’s economies to the
world economy. It then continues to look at theemppits made by the South Asian
countries to promote Intra-regional trade as wslieaamines the role of global trading
system in increasing regional trade. The chapteo discusses the importance of the
WTO for the conduct of trade by the South Asianntdas.

Chapter 4 deals with the development of Human @hgitstarts by discussing the
state of education in Pakistan as well as desctiesvolution of the sector over the
years. It extends the discussion on state of edurcad the Muslim world. The roles and
influences of the donor agencies in the developnwneducation in Pakistan are
discussed particularly in the light of the roleaydd by World Bank and USAID in the
country’s development. The knowledge accumulatiod #&s contribution in sustaining
growth at high levels as well as in integrating ttmmestic economy with the world
economy are dealt by particularly investing thesrof higher education in this context.
The chapter ends by offering suggestions for ttegaeof public policy for promoting
higher education.

The subject of agriculture is discussed in Chaptehat the author views as a
much neglected sector. After providing an overvigwhe sector the author suggests a
substantial reorientation of the government's appho towards agriculture in the
subsequent periods. There is a long discussiolm®wedntroversy regarding the building
of the Kalabagh dam. Later in the chapter the audhgues why a movement away from
a land extensive form of agriculture to the prodrctof high value added crops is
crucial. He then continues to discuss the distigoubf land ownership.

Chapter 6 deals with the migration of workers theotparts of the world. The
author deviates from the conventional line of red@sp presented by the economists
regarding the ‘brain drain’ reflecting the lossttee society if a person migrates and
settles abroad. According to the author those wiyrate contribute to the society but in
a different way, and the sum total of their conitibns may be even greater than would
have been the case had these individuals stayeddoerhe author calls this line of
analysis ‘diaspora economics’. The chapter dessriimav the Pakistani diasporas were
formed in three parts, Europe, Middle East, andtiNéimerica, of the Globe and how
these communities began to interact with the homtkelé then continues to discuss the
attempts made by some Pakistani administratiotaptdnto the wealth and income of the
various diasporas as well as the role the goverhmaud play in benefiting from the
presence of large communities in the world’s depetbparts.

Chapter 7 deals with the issue of Kashmir, the lerobthat Pakistan has faced
ever since it came into existence. The chaptertpointhe enormous cost the country has
borne by keeping the Kashmir problem on the framhbr and provides a rough estimate
of the economic damage done by the policy-makewslvity to keep alive the Kashmir
issue and to use it as a device for constituendgibg. Though the author agrees that
Pakistan should not give up the effort to find duton to the enduring problem of
Kashmir, he suggests that Pakistan should try soiimer approaches. According to the
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author an economic development programme for tlade sbf Kashmir could be
formulated that would rely heavily for its successgreater trade among India, Pakistan,
and Kashmir. The plan could be built around fivatca elements: (a) developing the
state’s water resources with a view to generatilegtec power, (b) rebuilding and
expanding the tourism industry, (c) developing $tmg and high value added agriculture,
(d) improving physical infrastructure, and (e) depéng the human resources to engage
the young in the more productive sectors.

The last chapter pulls together some of the thedwmsloped in the earlier
chapters. It suggests that in 2005 Pakistan mag heached what Rostow in 1960 called
the stage of take-offlt had been there before, in 1965, but it pulledkbthen for a
variety of reasons, among them the war with Indiardashmir. It seems to be pulling
back again in 2006, this time because of the iitglat perhaps unwillingness on the part
of the policy-makers to allow the political and sdodevelopment in the country to
proceed at the same pace as the modernisatioe ettinomy.

As mentioned by the author in the introduction, itien purpose of this book is to
help formulate the debate on important issues migalith economic development. For a
number of reasons, the country could not consteuciurable economic and political
system. Over a long period, various political amdremic developments within and
some interactions with the world have produced mtamsions in the society. These
could be released only with the development of ldlerénstitutions that allowed people
to interact with one another within rule-bound feamorks. Burki's present book has
provided an informed discourse on a number of egpnadssues vital for Pakistan's
economic and political development and social stgbi

Fazal Husain
Pakistan Institute of Development Economics,
Islamabad.
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S. S. Khanka. Human Resource Management: (Text and Casésyv Delhi: S.
Chand & Company Ltd. 2007. 449 pages. PaperbadianrRs 300.00.

Human Resource Management (HRM) is a process ofuprg, developing,
maintaining and controlling competent human reseurcthe organisation so that the
organisational goals are achieved in an effectivanmer. HRM has undergone
tremendous change in its functions over the pas3@®@ears. Many years ago, large
organisations looked at the “Personnel Departmangstly to manage the paperwork
around hiring and paying people. But more recerdhganisations consider the major
role of HR Department as staffing, training andpived to manage people so that people
and the organisation perform at the highest leveheir capacity. The modern HRM
views manpower as resource and asset of the oegmmigather than just considering it
burden on the resources. Usually large nationaliaigdnational businesses utilise these
services due to their multidimensional operatiomsl ssizable employment. Small
businesses carry out these activities by themsdlvesmave cost associated with full-or
part time help. However, they generally ensure ¢imaployees have—and are aware of—
personnel policies conform to prevailing regulasiomhese policies are developed by the
HRM professionals in the form of employee manuald handbooks.

Today’s business world is truly a global villagt is closely integrated and without
geographic boundaries. In the current setting, &St understand the implications of
globalisation of businesses, technology changeskfarce diversity, changing skill
requirements, continuous improvement initiativé& ¢tontingent work force, decentralised
work sites and employee involvement. The core fancbf HRM is now to ensure that
employees can operate in the appropriate languadewsrk in multicultural groups.
Communications are understood by a multilingualkdorce who can operate in cultures that
differ on variables such as status differentiati@acietal uncertainty, assertiveness,
individualism. It takes into account the global dimsions of assertiveness, future orientation,
gender differentiation, uncertainty avoidance, pogistance, individualism/collectivism, in-
group collectivism, performance orientation, angnhne orientation. It is pertinent to note
that not all HRM theories and practices are unaligraapplicable. HRM must understand
varying cultural values. The changing world of temlbgy has altered the way people work,
changed the way information is created, stored], & shared.

The move from agriculture to industrialisation ¢egha new group of workers—the
blue-collar industrial worker. Since WWII, the tcehas been a reduction in manufacturing
work and an increase in service jobs. The emplssis technology that makes organisations
more productive, helps them create and maintaonetitive advantage, provides better and
more useful information. The changing world of temlbgy is affecting HRM Practices, i.e.,
recruiting, employee selection, training and degwelent, ethics and employee rights,
motivating knowledge workers, paying employees wmarkvalue, communication,
decentralised work sites, skill levels, legal conse workforce diversity. It is the era of
“Knowledge Worker"—individuals whose jobs are desid around the acquisition and
application of information. The challenge is to ma&rganisations accommodating to
knowledge worker and diverse groups of peopleodiay’s workforce, minorities and women
have become the fastest growing segments, the msmbémmigrant workers and older
workers are increasing. This is increasing the mapoe of HRM through its different
functions for better management of workforce.
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Human resource development (HRD) is one of the mfajactions of an effective
HRM system. But many people include HRM in HRD aiqihg that HRD includes the
broader range of activites to develop personnsiden of organisations, e.g., career
development, training, organisation development, ®thile HRM functions start from
staffing of organisation and goes to managemerigiloyees training, their development,
compensation, and implementation of personnel aagiagement practices conform to
various regulations besides their performance atialu The book under review “Human
Resource Management: Text and Cases” logicallyagelall aspects of HRM in a simple
and effective manner and enable readers to undérsia key elements of HRM. The book is
divided into 7 sections according to the main fiomst of HRM. The first section deals with
the nature and scope of HRM, its evolution and ldgvaent and strategic aspect. The section
also explains the main objective, scope, and foncif the HRM.

The section on acquisition and absorption inclutles discussion on human
resources planning, job analysis and design, recemt, selection, placement, induction
and socialisation. These functions provide the dobasis for organisation’s future
performance in the business world. Career planaimd) development is presented in the
book with different models and explained with thephof case studies. The relationship
among different HRM functions is elucidated by flowarts. The depiction of
relationship in this way is simple and effectiveheTnext section is devoted to the
discussion on employee’s development. It coversaraplanning and development
including training, executive development and oigation development. The issues of
internal mobility and separations are also disalisige the section to highlight the
importance of retaining good employees during #ezssionary times. The discussion on
salary and compensation is part of Section IV whiddinly deals with the maintenance
and retention. The concept of incentives is takpniruthe section in the context of
motivation. The discussion includes both monetand axon-monetary aspects of
incentives to motivate employees for higher prouitgt and performance. Industrial
relations and the role of trade unions is alsoudised at length in the section that is
another important aspect of employees participatiothe decision-making process.
Section V of the book includes the human resousmdunting and need for the HR
information systems. HRM in the international sejtiand its role in the virtual
organisations is discussed in section VI. The disimn in this section highlights the
importance of HRM in the changing environment. Tdst section is devoted to the case
studies from Indian organisations which enhancesuthity of the book for students.

The book is an important addition on HRM by takingp account all aspects of
the subject and gives a well-knitted and balancedeage of theory, contemporary
issues and practical examples. Employee empoweéymetential appraisal, successful
planning, strategic HRM in changing environmengdership in new millennium are
some of the emerging topics discussed in the bbwkS. S. Khanka, the author of the
book, is the Head of the Department of Business iAthtnation and Dean of School of
Management Studies, Aassam University. He haschiteg experience of more than 20
years and also international exposure.

Zafar Mueen Nasir
Pakistan Institute of Development Economics,
Islamabad.
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Fasih Uddin. Pakistan under IMF Shadouslamabad: Institute of Policy Studies,
2008. Paperback. 128 pages. Price not given.

Pakistan like many other developing countries hagnb experiencing both
financial and fiscal instability. This is mainly ¢euse it has miserably failed to generate
sufficient resources required for its economic d@wament. Consequently, to supplement
its meager domestic resources, it has been mosglirgy foreign assistance. At times
when ‘friends of Pakistan’, for their own ulteriarotives, such as support for the cold
war and war on terror, have helped Pakistan thrqargfect and programme aid, it has
kept striving to move towards a higher path of exoit growth despite poor governance
and mismanagement of the economy by its plannetseannomic managers. At other
times, when the ‘friends’ have been slow to comiogvard, Pakistan has looked for
financial aid from international financial institois including the International Monetary
Fund (IMF) and the World Bank. These institutiohsagys attach stringent conditions to
financial assistance. As a result, these institigtiemain (implicitly) instrumental in the
formulation of short- to medium-term economic p@gof Pakistan, with outcomes that
are always considered as sub-optimal.

This concise book focuses on the Pakistan-IMFicelatin a historical perspective
and skilfully provides an analysis of issues thatéhalways dominated these relations.
The author examines the compulsions that have émttyuled to resorting to IMF
arrangements—the circumstances that have led tngtrgoto fall back to IMF again and
again, with increasing the degrees of IMF involvemén Pakistan’s economic
management and policy-making.

The first chapter of the book is written by Khusiihmed. This chapter critically
reviews the role of the IMF in its relations witewtloping countries in general and with
Pakistan in particular. The rest of the book isd#d into five chapters.

The central argument is that the IMF approach lsbeen based on economic
and financial prudence; it is often influenced hilgaby the political agenda of the
advanced nations. Pakistan’s necessities havediarte be a part of this global agenda.

On the question of the influence of the IMF on thaicies of aid-receiving
nations, it is generally observed that the IMF s a country at the request of the
Member State which selects the specifics of thgm@mme, whereas Pakistan’s official
stand is that it always follows a ‘home grown’ agenThe IMF authorities claim that
policy changes designed are sufficient to overctiraebalance-of-payments problem and
fiscal imbalances, and that these do not causeoigtevie harm to the country.

The book rightly points out that all the IMF progmmes assume that poverty
reduction and social development will automaticédiifow the adoption of sound fiscal
policies. It has never happened! In fact, it islwielcumented that the IMF programmes
do not directly address the issues of employmedt@overty but influence them only
through the second-order effects. Had the IMF m@ognes been successful, the author
maintains, Pakistan would never have reverted & Rbnd for aid. He convincingly
argues that the problem lies not only with the IMiFogramme but with the
implementation of it by the Government of Pakist@dhe government often complies
with some conditions and ignores others, usingléverage of international political
environment and the IMF to push through only thpskcies that benefits domestic élites
and lobbies and please the creditors.
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The book points out that the decade of the 199Gsth@ era of institutional decay
in Pakistan. This was manifested through incregsditical meddling in the management
of public enterprises and institutions. The IMF gnammes during the period were
conspicuouslysilent and did not push for a stronger emphasisinstitutional and
regulatory reforms. Attempts to meet fiscal deftaitgets led to the frequent adoption of
ad hoctax adjustments and expenditure cuts that ofteyatihneely affected the social
sector budget, with dire consequences for the plagses.

The author testifies that the IMF pressure resulbeddesigning of such
programmes that promised more than could be deliyedownplayed the risks, and
disregarded focus on real issues. Based on sudlitioms, he concludes that economic
management in Pakistan continues to remain unéetNt- shadow’.

In a nutshell, this book successfully evaluatesadrtant events in Pakistan’s
relations with the IMF. It reminds us of differegtisodes, prescriptions, and outcomes of
this relationship. It rightly warns that if the gse of domestic policies and planning does
not change, Pakistan will keep on returning tolME. Using a simple methodology, the
author also provides the benchmarks of fiscal deti@lance of payments, and stock of
public debt, along with critical success factorattheed to be adopted to avoid going
again to the IMF for assistance. Nevertheless,riggall this, Pakistan has gone back to
the IMF!

| would strongly recommend this book to all thekstaolders of the economy, for
it provides a simple but critically useful analysisPakistan’s relations with the IMF.

Zafar Mahmood
Pakistan Institute of Development Economics,
Islamabad.
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Waleed Haider Malik (ed). Judiciary-led Reforms in Singapore: Framework,
Strategies, and Lesson&ashington, DC: The World Bank. 2007. 115 pagepeRzack.
Price not given.

Recently, Singapore’s judiciary has become knowrit$oefficiency, technological
sophistication, and accessibility in the world. the 1990s, its judicial system was
considered as inefficient due to delays, lack afeas, high costs, weak administrative
capacity, and other such problems. A world clasficjal system has been achieved
through judiciary led reforms, which include a conation of organisational, procedural,
administrative, cultural, and legal measures.

The book ‘Judiciary-Led Reforms in Singapore’ dédses the recent development
in Singapore’s judicial system including the cortoep framework and strategies for
judicial reforms. The book is divided into six cleys. The first chapter introduces the
focus of the book; second chapter explores soamo@mics conditions in Singapore
while the third chapter brings to light the profitef the judicial system currently
prevailing in the country. In chapters four andefithe author describes the conceptual
framework and strategic reforms implemented bygtweernment for judicial reforms. In
this context, the process used for judiciary-lefdnmas has been highlighted and salient
aspects of the strategy, vision, leadership, atidraplans have been identified.

In concluding the chapter, the author has postl#tat in Singapore’s reforms
experience, strategic thinking and business planaire central to institutional success.
Institutional reforms must be tailored for and &tegl at the house that the institution
serves. Knowledge and technological innovation arigical components of these
reforms. Judicial reforms are also complementedh tsfable economy and an efficient
political system. The author has also said thatr aftplementing the modern reforms, the
court system has become more efficient, more respento user needs, and more
respected. All these measures have enhanced thetrgeueconomic and social
development. While accounting for the particulapremmic and political conditions,
Singapore’s reform process has much to offer natiooking to improve their court
system.

This well written book will undoubtedly help thogaerested in working in the
domain of institutional reforms especially in cortef the judiciary. Nasir Igba)

Saeed Parto and Brent Herbert-Copley (eds). Industrial Innovation and
Environmental Regulation: Developing Workable Sohg. New York: United Nations
University Press. 2007. 305 pages. Paperback. &3.Q0.

This volume combines theoretical and conceptualyaisawith empirical case
studies of particular firms and industries in bintthustrialised and developing countries.

It approaches the issue from a different standpiat examines the way in which
environmental regulations interact with the chagestics of particular industrial sectors
and firms in different socio-economic systems tdluence the development of
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environmental technologies. It largely focus on emstanding how environmental
regulations fit into an overall innovation systermomplete with context-specific
institutional landscapes and less on the desigiptifnal environmental policy measures.
It try to integrate and explore the scope for emwnental and innovation policy-making
processes. The volume put forward the need for cengmsive investigation of the
regulation-environmental innovation nexus throughderstanding the formal and
informal institutions that govern and transformusttial activity over time.

Environmental and innovation policies are not adegly integrated in most
countries. But it is broadly accepted that thereoisstant interaction between innovation,
environmental protection, and further innovatioivéd that numerous countries have at
least a formal environmental policy and an innavatpolicy, therefore the next logical
step is to attempt to assimilate the objectivetheftwo policies. Hence providing support
for R&D in the development of environmental teclogiés will explicitly ensure the
application of innovation policy toward environmainprotection.

The book is comprised of eleven chapters with tesecstudies from numerous
countries. The concluding Chapter (Eleven) provides/nthesis of the case studies put
forward some broad insights into the interplay hegtw environmental regulation,
innovation as a process and a policy objective,thadmplications for integrated policy-
making geared toward better protection of the emvirent and improved economic
performance.

This thought-provoking book will be of interest hoose working in the areas of
environment, growth, and innovatiomdfiz Hanzla Jali)

The World Bank. Pakistan Promoting Rural Growth and Poverty Redurtti
Sustainable Development Unit. 2007. 164 pages.rBapk. Price not given.

Despite impressive achievements—in agriculturalwging rural incomes, rural
poverty, and social welfare indicators—there igditeason for satisfaction, as around 35
million people in the rural areas remain poor, esgnting about 80 percent of Pakistan's
poor. Unequal distribution of land and access ttewtor the rural poor in Pakistan limit
the scope for agricultural growth. This report amat growth and poverty reduction
argues that agricultural growth is necessary btsuaéicient to alleviate rural poverty in
Pakistan. However, ensuring efficient use of wated building partnerships with the
private sector can help fulfill agriculture’s potiah for diversification and growth.

The study puts emphasis on an effective povertyatah strategy, however, must
also address the rural non-farm economy and thdsnekthe rural non-farm poor. The
report says that social mobilisation can empower pbor, enabling them to have a
greater role in the development process, not aniynprove delivery of public services,
but also to increase their market power by buildimg voice and scale in the farm and
non-farm sectors.

The report highlights two critical elements undarffie necessary transformation
of the rural sectorFirst, is the efficiency of public institutions and theed to make them
more accountable and flexibl8econdjs the capacity to organise the “people sector” so
that farmers, communities, and villages can gaiitev@nd reach the scale needed to
attract the private sector and financial serviced # strengthen the demand side of
development by making government more accountable.
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Lack of participation and influence of rural poaruseholds are the major reason
for the limited impact of rural development effoitisPakistan, the report articulates. This
limits effective demand for public services anduegks the efficiency in development
programmes. Although inclusive economic growth $thdae the main mechanism for
reducing poverty, increased social protection &faare needed to protect the most
vulnerable.

Moreover, too often a top-down approach is impletegn-one that sees the rural
poor simply as beneficiaries of public programmespdied by the government. Instead,
the report suggests, the development paradigm dhmeilchanged to one that puts the
household and its community at the origin of depaient initiatives. Empowering the
rural poor to take on this role, however, requsesial mobilisation.

The report concludes that social mobilisation, glaith economic empowerment,
should be at the heart of the rural livelihood depment strategy, as the benefits of
broad economic growth trickle down very slowly whée poor have little access to key
physical, social, and financial endowments. To oware highly unequal distribution of
these endowments and achieve rapid pro-poor growtipr people need new
opportunities to organise, and to generate busiress also to link with mainstream
development activitiesFaheem Jehangir Khan

John Briscoe and Usman Qamar . Pakistan’s Water Economy: Running Diijhe
World Bank. 2005. 121 pages. Paperback. Priceimehg

Water management and supplies are the central ajf@veit challenges facing
Pakistan today. This report argues for dramaticigha in policy and approach to enable
Pakistan to build and maintain new infrastructlesides securing the water required for
the future generations.

The report highlights a set of challenges whicheh&w be addressed—how to
maintain what has been built, what major new sysiéde infrastructure needs to be
built, what infrastructure needs to be built fopptations who have not been served and
for environmental protection, and how to build ingtons that will manage the resource
effectively in the looming era of scarcity.

Focusing on two basic issues the country’s majote@lated challenges, and
ways of addressing them the report calls for rgjokated public water policies and
institutions to sustain water development and mamamt in the futureFirst is
rehabilitation and maintenance. Many elements ef whst hydraulic system are now
reaching the end of their design lives, and havdedorebuilt. There is an enormous
backlog of deferred maintenancgecondis the urgent need for construction of major
new storage on the river Indughird, there are needs for large investments in meeting
the needs of those who do not have water and anitgervices in cities, towns and
villages. Fourth, Pakistan has been accumulating an “environmedéddt” by not
investing in municipal and industrial wastewaterislclear that this has to change, and
that it is going to take large amounts of investtaghifth and finally, Pakistan has to
invest simultaneously in infrastructure and in depethe institutions required for the
sustainable management of increasingly-scarce water

The report highlights three essential tasks theeguwment facesFirst, is to set
priorities for the short and medium ter@econd to define the principles which will



Shorter Notices 107

govern what proportions of the initial and recutreasts are paid by taxpayers and by
users.Third, government has to ensure that the limited firglnesources are used very
efficiently. This is obviously not happening in tHeusiness-as-usual’” model at present.
It is going to mean exploring a whole set of meésmmis for introducing competition, for
paying for output not inputs, and for increasingamtability.

Arguing that water development and management ie of the central
development challenges facing Pakistan, this repaemines the evolution of the
management of Pakistan's waters. Drawing heavily documents by eminent
practitioners and policy analysts, it suggests whanges should be considered in how to
manage the transition from past practices in acfpied and pragmatic manner.
(Faheem Jehangir Khan
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