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The Idea of Inclusive Growth and
Development Policy

SYED NAWAB HAIDER NAQVI

This paper explores the idea of Inclusive Growthtasas evolved over time since the
Industrial Revolution in the West, and in the depéig countries since 1950, when development
economics and development policy were officiallyrbolt is defined as a policy that deliberately
seeks to achieve concurrently a dynamic relatigniséiween the growth of per capita income, the
distribution of income and the level of povertyairgrowing society. The active pursuit of this
three-pronged objective must, therefore, be thécksim of development policy. Experience
shows that this relationship, though generally,tisi®y no means automatic, nor is it amenable to
quick fixes. The main premise of the present papiirat without inclusive growth the standard of
living of a people cannot be raised on a permahasis. The paper argues that to succeed in
grasping the Holy Grail will require a major retkiimy of development policies to guide
developing countries along a high-growth trajectdmyparticular, development policies that the
fast-growers (especially the miracle-growers oftata and now China) have pursued must also
form part of the policy-packages of developing ddas together with measures to promote high
rates of saving to finance the investment requiremeof a fast-growing economy, and
government-supported import-substituting indussaion, among others. Yet, the policies of the
fast-growers need not be imitated blindly. But tsbpuld be adjusted to take into account new
knowledge about the development process. To itistialise growth on a long-term basis,
governments must also prepare a new social contréay firm foundations of a dynamic society
based on social justice; which, in turn, requiresreative synergy of economic, political and
social forces at work in the society.

The evolution of development policy over time dsncharacterised as a faltering
pursuit of inclusive growth: namely, an integratptbgramme of achieving highest
possible rate of growth of real GDP that doublesgapita income within a short period,
with an eye on distributive justice and an undididecus on reduction in poverty. There is
a link that ties these apparently disparate potibjectives; but these links need to be
strengthened by deliberate government policy toertakm fully functionat. It is only by
achieving these connected objectives simultanepaslipn quick succession, that efforts to
bring prosperity to people can succéefihe greatest minds in economics from the times of
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! first stated in great detail the above mentiopedposition in Naqvi (1992); and then in (1995);
(2010). For a similar line of argument see alsorBoignon (2004) and World Bank (2008) and Spen6a @

2Thus, if inequality of income increases signifidgmelative to the increase in average per capib®G
then it is possible for many people, especiallysthin the lower income group may be worse off ebheugh
average income is rising [Stiglitz, Sen, Fitoug§i12), p. 3].
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Adam Smith to Mills, Marx, Marshall and Keynes be tpresent era have strived to address
this problem. Yet it remains an unfinished agenflawman development—equivalent to
the mathematical problem of “squaring the circEen in the Western societies, where the
search for inclusive growth began in the 18th agmtine process is by no means complete.
Indeed, at the policy-making level, it started takishape after World War II. In the
developing countries, the search began in 1950hhatbeen taking shape much more
quickly in the fast-developing countries. It isetbfore, apt that the success of a set of
development policies is judged by reference to fth#ment or non-fulfilment of this
universally valid amorphous objective. Experiergl®ows that it is a fairly faithful
barometer of the state of a society that is botmadyc and just. However, the successful
pursuit of this agenda is a non-trivial exercisg®ugh by no means impossible. There has
been a negative relationship between growth amshiecdistribution on the one hand; and
between economic growth and poverty on the othad-kahough in this average picture
there is considerable variation. There is littleilolothat the more equitable, widely shared
and poverty-reducing growth is, the more sustamablould likely be in the long run; and
that high growth of per capita GDP sustained oweglperiods of time leads the way in
pressing forward with inclusive growthBut success depends on full comprehension of the
economic, political and ethical aspects of theds#ualso depends on the earnestness with
which governments grasp the nettle, because leavitg the market will not do. The
governments must forge implicit or explicit sodiaintracts with the people so that people
voluntarily part with substantial amounts of sawdrtg finance futuristic investments. In
short, to sustain high growth rates over long piriof time, governments must move along
the entire water-front, so to speak.

It may be noted in this context that determining $ize of the government has been
one of the most wasteful academic pastime and t# damaging for development efforts.
Rather the focus should be on its effectivenessrims of its success in ensuring inclusive
growth. In the last half a century, there haverbexamples of countries which have
succeeded in weaving these elements of inclusigaitrinto a self-reinforcing process
(South Korea, China, Singapore, for instance); thece have been instances of failure too
(the Philippines, Mexico, Argentina). In each caksuccess, the growth rate of per capita
income has been kept high and stable, and ineigsatit income and wealth have not been
allowed to increase. And in each of these casesdéwelopment policies have been
implemented by the Visible Hand of the governmarieague with the so-called ‘Invisible
Hand’ of the market. Interestingly the successhliges have generally deviated from the
so-called “first-best” market-only policies thatlajiving countries routinely prescribe to
those who knock at their doors. The exact lindigiSion between the government and the
market has, however, shifted over time in spediécelopment contexts.

The present essay seeks to outline the manner ichwhe problem of achieving
inclusive growth in its multi-dimensional complexihas been tackled since 1950, when
most developing countries got their independenam fWestern colonial rule. To provide
a perspective, the history of development policytie West since the Industrial
Revolution is also briefly recounted to see whettibe policies pursued since

3A concentration on the GDP statistic has been éebab end, and so has its implication for national
welfare. We discuss briefly this problem in thipeg but hold the view that there is no other nunaseyet that
summarises the state of the economy in the formsifigle number.
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independence by the developing countries markecderatibal break from the past

practices that made Western countries rich andpprosis or are they a continuation of
the practices they had been following since theustrdal Revolution? This essay
subscribes to the latter view. To analyse thisblenm in greater detail we cite three
recent works that try to address it. The first inets the general historical account of the
emergence of economic and political institutionscsi the Industrial Revolution in

England and elsewhere in the West to sustain ingdusconomic growth; while the

second discusses the nature of development pokciepted by these countries to bring
about Industrial Revolution and sustain it theraffThe third study shows the slow
evolution of the set of policies that have formled hucleus of inclusive growth.

I. THE PURSUIT OF INCLUSIVE GROWTH SINCE
THE INDUSTRIAL REVOLUTION

Acemoglu and Robinson (2012) present a historigédly account of development
successes (failures) of nations throughout thedvdithey maintain that inclusive growth
on a sustained basis flows from aconcatenation “ofclusive” economicand political
(democratic) institutions, with a view to distriilnd political power broadly and
imposing enough constraints on the abuse of palifpower by the élites. It ensures
secure property rights for facilitating future istment and spreads the fruits of
development success to the widest proportion obuntry’s population, gradually but
surely. It also insists on the establishment ofiahiased system of laws so that people
live by law in a democratic framework. Furthermoiteprovides public services and
allows freedom to people of making contracts witidividuals of their choice. The
interaction of inclusive political and economic titigions tends to generate virtuous
circles of widespread prosperity and well-beingn t®e other hand, when political and
economic institutions are out of synch and extvactithey create vicious circles of
poverty, misery and ‘ill-being’. Both types of dies tend to be reinforcing and
perpetuating, which are hard to reverse, so ttesmielement of historical determinism
in the way that nations succeed or fail. But thisdt the end of the story. Indeed, human
volition and determined effort play a decisive partshaping the destiny of nations.
There are cases of countries, especially thosehavbirved under colonial rule, that
succeeded in turning extractive economic and palitinstitutions into inclusive ones
(South Korea, for instance) and vice versa. Thérakitea here is that inclusive political
and economic institutions nurture industrialisatifurelled by free-market competition,
innovation and a process of creative destrucijone that destroys out-of-date
production technology and replaces it by top-o&litechnology), what Schumpeter
pointed out not so long ago. However, creative rdesbn cannot come about if the
political forces supporting the old methods of pratibn are strong enough to block the
forward march of a revitalised industrial processdrl on state-of-the-art methods of
production. Anti-trust laws must, therefore, becgoéd to foreclose such possibilities.
However, the authors are careful to point out thaly do not subscribe to free-market
ideology that abhorsany state intervention for the good of the societystéad, they
explicitly recognise that “inclusive institutiongeed and use the state” (p. 76).

Acemoglu and Robinson trace the origins of theusiele institutions in what is
now known as the First World back to the IndustRalolution of 1779 in England and
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before that to the Glorious Revolution of 1688 pails England, both of which had the
effect of decentralising economic decision-makifitne French Revolution of 1789,
which swept away the decadeancien regime,also brought about a profound
transformation in the economic and political sttmes of European societies. These
historical “turning points” led to a consolidatiaf inclusive political institutions by
centralising political poweand making it truly pluralistic by diffusing it amonthe
largest number of people. This process helped bibekoperation of what is called the
Iron Law of Oligarchy—namely, one that simply req#a one set of extractive political
institutions by another set of equally or even mextractive political institutions. In the
two centuries following the Industrial Revolutiosych a concatenation of political and
economic forces, brought about by unanticipatedalbmiifferences and contingency”,
has favoured the adoption of technological chamg&Viestern Europe and the USA.
These institutional changes have been duly suppooe mass education and the
provision of health services to the people. Thusleast for the 1/10th of humanity
located in the West, the ideal of inclusive grow#s gone quite far, though haltingly and
slowly, and dogged by vested interests.

The present essay broadly supports this analytieahework for assessing the
sustainability of long-term growth and social jostiin developing countries, but
considers it to be an insufficient basis for foratilg a sound development policy for
inclusive growth (To be fair to them, the authdessnotrecommend that their analysis is
used for designing a policy “to encourage changetds inclusive institutions” (p. 437).
The reason is that the institutions necessary tzawe and deliver inclusive economic
growth, depending as they do on unanticipated aotéd and contingency factors, cannot
be replicated by calling into play these past evesbme of which are of a once-in-a-
century type of occurrences. Much less is it talasio legislate and implement a
development policy based on accidents of histanpther shortcoming of their analysis
is the assumption that there is a direct link betwedemocracy and economic
development. While the importance of democracy oabe denied in helping to diffuse
the fruits of economic progress, the relationskimguite complex. The forces that help
fast growth are many and they operate even if thenity is not formally democratic.
This has led them to wrongly evaluate the long-tesustainability of the Chinese
miracle? However, the one solid idea they emphasise, aadtie that this essay also

“Even for assessing the long-term possibilitiesy weediction concerning China is unduly pessinaisti
They predict that Chinese growth “based on camhimport of foreign technology and export of lonee
manufacturing products—is likely to come to an erahdfits] spectacular growth rates will slowly
evaporate”(p. 442). This statement really soundseniixe an anti-Chinese propaganda than a scientifi
statement. The spectacular growth rates are based om the expansion of the domestic market by impo
substitution of a gradually higher order than opak fetishism and on an essentially balanced deweént of
the economy. Its exports are not all that cheqgycats of Western products either and have graduatived
to greater sophisticated exports of mechanicaleectronics and computer-based products. The bésieir
pessimism is that Chinese political institutione authoritarian and are expected to remain exteatests on
a rather primitive definition of democracy, based @ections and public balloting. Thus, for ins@nthey
misattribute South Korea’'s and Singapore’s asaefirst World status to elected governments. Thkeifathat
the governments of these countries (and espe@itigapore’s) are no less authoritarian than Chineser
purposes of inclusive economic growth what is ndededeliberative democracy, one that allows public
discussion of matters of concern for the peoplés Ehhappening in China through the TVE's (The Ticand
Village Enterprises), which have allowed much geeategree of decentralisation of industrialisatiwacess
than even in India. See, Bardhan (2011), and alsméte 16.
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singles out for detailed discussion, is the roleénalustrialism, supported by innovation
and creative destruction, as holding the key ttusiee growth.

[I. THE ENLIGHTENMENT ECONOMICS AND
INCLUSIVE GROWTH

The nearly universally accepted wisdom about Iteistrial Revolution’s role in
the creation and cementing of the inclusive econ@nd political institutions is that it was
an integral part of the essentially beneficial pcbjknown as European Enlightenment,
which based human institutions and processes @amaathought rather than on religious
superstition. England and other European statéshwiad adopted Industrial Revolution
technologies practised a free-market economy amt lalssez-faire based on their
comparative advantage or disadvantage, keepinggthernment on the fringes of
economic activity though not out of it. Accordipgit is argued that the labour-surplus
countries would produce labour-intensive agriceltugoods (Portugal in Ricardo’s
example), and the capital-abundant countries déptensive manufactured goods
(England in this example). If each trading courgtryroductive resources were so
organised, the returns to raw material produceds raanufacturing producers would be
equalised across countries, and so would the wadabour and the rental on capital, both
relatively and absolutely. Thus both the productiord distribution of income between
capital and labour would be optimised, regardlesshe commodities (agricultural or
manufacturing) the trading countries produce. &hepould, therefore, be no need to
change the production structure of either courntryparticular by import-substitution-led
manufacturing. European Enlightenment basethissez faire free markets and minimum
government, has thus been seen as a universal fardhe good of both the labour-
abundant and capital-abundant countries, both ptimuwise and distribution-wise.

Reinert (2011) in his wide-ranging study of theunatof Industrial Revolution in
England, its spread to Europe and the US, and e¢hergl atmosphere in which trading
relations were done, concludes that “Enlightenmeatinomics cannot be equated with
laissez-faire, and “there is little heuristic valmecontinuing to equate, for good or bad,
“economic liberalism” with the “Enlightenment Prof& whatever any of those phrases
may mean’(p. 283). Indeed, he shows at lengthithéhose European countries which
were powerful enough to decide their economic pedidndustrialisation was actively
promoted by heavy state interventiohariffs were selectively imposed to curtail
international trade to “ensure the developmentahestic productive capacity” (p.281).
Not only that import-substituting industrialisati@ home was protected, but its fruits
were not allowed to accrue to the weaker countie&urope’ He gives the tragic
example of Naples, which tried to adopt English etypimport-substituting
industrialisation” and had become the most indak$ed state in Italy, but which was
punished for this emulation by British gunboatsi&stroy these industries; to add insult

%It is therefore not surprising that noble souls lilacob Viner and Haberler have, for reasons stated
above, fervently advised the developing countrinsthe post-colonial times, not to fall for the kpsi of
industrialisation in violation of the inviolable haof Comparative Advantage---that is to continuetlie
footsteps of the Industrial Revolution that broughth prosperity to the West; and that any dewiafiom it
would bring only the economic ruination of the Thiworld.

®In similar vein, Jacob (1997) has pointed out the Industrial Revolution in England involved
massive state intervention by the state.



6 Syed Nawab Haider Naqvi

to injury, Naples was made to pay heavy indemnfoedurting the British interests. He
observes “free trade simply meant England’s freedorexport manufacturedsi€) in
exchange for foreign raw materials, a practice axonically known as “free-trade
imperialism” (p. 279). Indeed, this was the uniatrgractice, designed to prevent the
late-comers from catching up with the pioneers. Tatéer meant England and few
European countries which could take independentsides. The law of comparative
advantage was indeed a subterfuge to justify fragetimperialism. Indeed, the example
given above to prove the worth of the law of comagime advantage, called the crown
jewel of economics, gave England the right to poedand export manufactured goods,
and for the poorer Portugal the only option wasdotinue producing and exporting low
value-added wine—and to stay happy with that pmsitver after. The great German-
American economist, Friedrich List (1844) summed thpe widespread mood of
frustration at the double-speak of the English eoaists in support of the beneficence of
laissez faire “It is a commonplace rule that when someone ltsnaed the summit of
greatness, he throws away the ladder by which ih@eld up, in order to deprive others
of the means of climbing up after him. Herein lid®e secret of Adam Smith’s
cosmopolitical teachings, the cosmopolitical terwikem of his great contemporary
William Pitt, and of all their heirs in the Britishjovernment administration”. [cited in
Reinert (2011), p.43].As per this account, the goal of inclusive growths primarily
meant to be pursued by and for the powerful seft&urope.

The Slow Boat to Inclusive Growth in the West: kiyrbe noted in concluding this
brief survey of the evolution of the idea of indles growth and its relationship with
actual policies in the First World, that the prace$ achieving it which began in the™8
Century is far from complete to this day. Nasrl(PPhas recounted in detail the slow
process of the acceptance of the idea of IncluGirawth as a valid economic principle
that could form the basis of a fruitful developmerdlicy. From Ricardo to Mills,
Malthus and Mary, it was believed the lot of thepoould not be improved on a long-
term basis in an industrialising society, such that Industrial Revolution ushered. The
Wages Fund theory prescribed that wages were &gthera physiological minimum so
that a rise in wages would only lead the workingsslto procreate more adding to the
supply of labour and pushing down the wage leveth® original level. The share of
wages in total national income therefore couldrigat on a permanent basis, which made
it impossible to raise the share of wages in nalicmcome. The increase in productivity
would also not help the workers for the same reagbmwas Marshall who, based on his
careful study of the industrialisation processhie tJS and England, argued otherwise.
He maintained that economic growth, pushed by aneased industrial productivity,
would benefit the workers because competition wdolde the employers to share a
good portion of their profits with the workers, sfiras wage-earners and then as
consumers. As if to prove Mills and Marx wrong avidrshall right, the share of wages
in total income and living standards of the poatt mcreased over time. But the idea of a
Welfare State (which Beatrice Webb called the “lmkiseping state”), and that of a
National Minimum, took much longer to get acceptantthe West. It was only in the
aftermath of the Great Depression and World Waxahd forced by the logic of

"Schumpeter (1954) echoed the same feeling muchvidiien he characterised Ricardian theory as: “it
is an excellent theory that can never be refutetl@arks nothing save sense” (p. 473).
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Keynesian Revolution) that the role of the statémproving the conditions of the poor
was recognised. As described briefly in Section&loty, the resistance to the idea of a
welfare state has gathered momentum in the Wese $he 1970’s, under the leadership
of Hayek and Friedman. The Great Recession has &gaught to the fore the evils of
involuntary unemployment and the need for deterthig@vernment action in the US and
to a lesser degree in Europélet once again, the western world is divided leetwthose
who believe in austerity-based approach to fighession; for them controlling inflation
and containing budgetary deficits takes prioritgovinding cures for high and persistent
unemployment; and those who adopt the Keynesipa-tgpproach which accords
priority to finding a solution to unemployment. THermer side step any thought of
welfare state while the latter care for it. Cor@sghngly, the former has all but forsaken
the search for inclusive growth; and the former joised it with renewed vigour.The
point to emphasise here is that the search forusingt growth, though it sounds
reasonable, proceeds by fits and starts, dependimghe direction in which the
intellectual wind is blowing at a particular pointtime.

[lI. COLONIAL DEVELOPMENT POLICY AND
NON-INCLUSIVE GROWTH

We now pass on from the West to the developing t@msand see how the idea
of inclusive growth fared under the long night aflanial rule that these unfortunate
countries had to suffer through. As one would ekgacthe light of the preceding
discussion, the colonial policy was one esfforcednon-development. It did not allow
industrialism to prosper in the countries the savag it was in the weaker nations of the
West, with the result that agricultural productvin these countries was also kept low.
Laissez faireand minimum government were the basic non-pololst Acemoglu and
Robinson (2012) debunk the usual claims that calanile was in any way beneficial to
the colonies. Indeed, the “the profitability of Bpean colonial empires was often built
on the destruction of independent polities andgedous economies around the world ..."
(p- 271). Nearer home, the Indian textile industeich in the 18th century supplied
textiles to the entire world, was destroyed byBhiéish to keep their own textile industry
alive. The spoliation of Africa was perhaps muchrseoand brutal. They cite these
examples, as an explanation of “why industrialmatpassed by large parts of the world
but also encapsulates how economic development soayetimes feed on, or even
create, the underdevelopment in some other partshe@fworld” (p. 273). Quite
predictably, the result was a long period of stgtiowth, high unemployment, poverty
and misery in the colonies. As Reynolds (1983) foaut, this period was marked by a
total absence of the sparks of innovation and telcigical change. To put it bluntly, the
quest for inclusive growth had all but been givemin the colonies. The wheel of
economic progress was made to run in the reverse.

80f late there are factors that have underminedaitisess—for instance, the usurpation of the paliti
process by corporate interests and the rising alé@s of income and wealth most pointedly in & but in
other OECD countries as well. Two important studiéag out the phenomenon of rising inequalitieghia
US—Stiglitz (2012) and Noah (2012). Both point auprogressive concentration of power and wealtthén
hands of the 1 percent—indeed, 0.1 percent—of thulption in the US, while the rest continue toefac
extreme hardship. This has made capitalism dysfumaitand socially disruptive. Both conclude thernedial
action needs to be taken before it is too late.
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IV. THE QUEST FOR INCLUSIVE GROWTH UNDER THE PIONE ERS
OF DEVELOPMENT ECONOMICS

Thus political and economic under-development whs problem facing
development economists and policy-makers at the timindependence in 1950. Even
though there were differences across countriesttat was needed to be done to change
the state of these societies for the better, there widespread consensus to grow fast
enough to reduce poverty and to converge with thelbped countries. Even though the
growth possibilities of the colonies at the timereveonsidered too low, the development
economists and policy-makers were quite upbeat talloel chances of success in
transforming these societies peacefully from preidamntly agrarian to industrialised
ones’® Fortunately, they knew their economic history vevgll; and had experienced
first-hand the ravages of the colonial policy. Theew that there was no way to achieve
it except by reversing the colonial developmentigie$ that had clearly retarded the
growth and development of the developing countitgsabout a century or so; and that
import-substitution industrialisation helped by gavment protectionist policies was the
only means to achieving prosperity. To continue wistissez faire and minimal
government would tantamount to keeping them permiinpoor. At any rate, any policy
that gave the impression of perpetuating pre-Indéeece policies would have been
politically unacceptable and those responsible ddvocating such views would have
been lynched as enemy agents!

Two basic ideas undergird the development polichattime: namely, the ideas of
Inter-sectoral Balance in the design of developnaeit that of Structural Transformation.
Both these ideas are described by Lewis’s two-sentmlel as set out in his Nobel Prize
winning “Unlimited supplies of labour” article. €Hirst idea was to enlarge the domestic
market and ensure a full utilisation of the demapill-overs from the industrial to
agriculture sector andice versalt was necessary to keep a dynamic balance between
them. The general equilibrium economist that he, wathur Lewis clearly saw that to
industrialise without promoting agricultural impements “is to ruin the industrialists (who
won't have enough workers or consumers) and toraw® agriculture without
industrialisation will ruin the farmers (who willve in a society with vast hordes of
unemployed” [cited in Tignor (2006), p. 87].The second element elaborated on the
character of industrialism—the process of the $wrat Transformation of an agrarian
society into an urbanised one—from a state of &gmtequilibrium to one of industrial
equilibrium”, and then to ensure that it graduatigved from lower-order manufacturing to
higher-order manufacturing. The basic idea heretwasrange for a steady transfer of less
productive agriculture to industrial sector at agtically unchanged wage, indicating that
even at the subsistence wage the supply of labamaeeed the demand for it. However,
since the opportunity cost of labour would typigdle significantly lower than the actual
wages paid to it in manufacturing, the social mtir employment in the manufacturing
sector would typically tend to exceed private nesur Import substitution for both the
domestic marketand the export markets, helped by innovation and teldgical change,

“The best forecast for the long-term growth posisigsl did not exceed 0.50 percent for India and
Pakistan before their Independence in 1947. gehimere no better for other colonies [Clark (1984

®The idea of keeping inter-sectoral balance betvagitulture and industry by keeping an equation
between wage goods and food has been fully explarktelior (1986).
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was seen as the basic mechanism to achieve battertie of development policy, noted
above. In the long run, it had the effect of raisexports as a percentage of GDP by
diversifying the exports. It would be financed b¥yigher level of saving and investment
that would be created in this process. Howeveras emphasised that not only physical
capital formation but also knowledge formation veasral to this process. Indeed, Lewis in
his (1955) classic isolated three factors—namélg, will to economise, the accumulation
of knowledge and the accumulation of capital—aslingl the key to making a successful
transition from a rural static state to an indastlynamic state. The object of economic and
social development was diagnosed as the fastesttgad per capita income by ever-rising
rates of saving and investment and maximum emplaygeneration to eradicate poverty
as quickly as possible and to attain the high-ineastatus of the rich countries in the
foreseeable future. He also emphasised women'’scipatton in outdoor economic
activities as essential on economic as well as Imm@unds. However, he and other
development economists were clear that, to citeid’ewnaxim, “The horse of development
should go in front carrying the cart of welfare imehit” [Tignor (2006), p. 37]. But to
harness the vast and complex potentialities of @mdnand human development, there was
need for government-supported planned developméat.emphasised that the newly
independent countries will need “planning, plannamgd planning of the highest order”
[cited in Tignor (2006), p. 84]. The Invisible Haofithe market could not be relied upon to
do the heavy duty job of paving the way for Streait@Transformation.

Three points may be noted about the developmentigsl Firstly, it should be
clear from this summary statement of the pioneelsas that, contrary to the popular-
liberalist critique, they presented developmentnecoics not as an isolationist subject,
having no connection with mainstream economicses€hideas, rather being heretical,
were orthodox in that they represented a contionatf the development policies of the
Industrial Revolution and Enlightenment Econominstérms of the basic underlying
principles as well as the development policy thadeit possible. As Tignor (2006)
reports, both the basic ideas underlying Lewis's-8gctor model—surplus agricultural
labour financing industrial development, and theeggance of an entrepreneurial class
which would plough back their profits into greaitevestment—came from his reading of
the factors contributing to the Industrial Revalat

Secondly, while the development policy at theetimpresented a continuation of
the historical trend set by the Industrial Revauatin rejectinglaissez-faireand using
state intervention to implement import-substitutfalicies, it was truly cosmopolitan in
outlook. While these policies were implementedhe @8th century by England in an
isolationist manner, denying the weaker countiesgdreatness it achieved for itself; no
such thing was evident in the attitude of the depeient economists and policy-makers.
The basic ideas of development economics, withedfit degrees of emphasis, were
universally adopted by all developing countriegy bind small; and the development
economists from all regions frequently exchangexvei in an atmosphere of bonhomie
on matters of common interest regarding the dewveéon policies for sparking and
sustaining high and inclusive growth ratés.

YFor instance, Tignor (2006) reports that for disiug Ghana’s Seven year Plan nearly all the
prominent development economists in the West amdBhast—Lewis, Hirschman, K. N. Raj, N. C. Bos,
Wignaraja and Ramanujan etc.—patrticipated in arosinere of kinship and common concern for upliftimg
underdeveloped countries.
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Thirdly, these policies were essentially egalitaria character. Although, the
Industrial Revolution was regarded by developmerdnemists as the high point of
human ingenuity to transform static economies dynamic economies, it was also clear
in their minds that it would not be proper to cofine Industrial Revolution’s brutal
methods. They knew that uncontrolled industrialdestroyed happiness and well-being
more rapidly than it created that. So the emphasis laid onplanning for balanced
development in an open economy, with ample ressulesoted to education and social
welfare programme¥. However, all this could not be achieved withautdducing basic
reforms to abolish feudalism and to maximise womperticipation in paid outdoor work.
Such reformist views came naturally to developnesatnomists like Arthur Lewis many
of whom were Fabian socialists, who rejected bbhliberalist prescription of the free-
markets and the complete socialisation of the medrmroduction, as the communists
demanded. Their reformist ideas were clearly dimeensuring fast economic growth
with a modicum of social justice. Lewis, wrote: ‘Hlonly long-term solution for [poor
countries] was industrialisation, which was possibbnly if accompanied by a radical
programme of redistributing income from inordingteich to the large number of
impoverished” [Tignor (2006), p. 45]. Furthermoitewas emphasised that such reforms
could be achieved best within the framework of aradlstic and democratic polity to
make them truly inclusive. The emphasis has beeftreating high growth rate of per
capita income, distribution of income and poverguction as an integral whole—to
pursue inclusive growth, that is.

Development economists of the time sincerely beliethat their ideas could bring
about a peaceful transformation of the developiogntries, eschewing class warfare.
Indeed, these ideas with different degrees of esipha view of the local conditions
were put in the form of blueprints for economic gness in Ghana and elsewhere in the
newly liberated African countries. And it did rtake too long to see their hopes fulfilled
in the form of high rates of economic growth, indiadisation and a more egalitarian
development pattern in comparison with pre-colopialicies. Under the leadership of
Raul Prebisch, Latin America celebrated its Gol&emiod of economic growth during
the 1950 to 1980 period. Following similar poligidadia laid solid foundations for
future growth under the leadership of Mahalanolid the modern fast growth of the
Indian economy is based on these earlier poli@éser than being the outcome of free-
market reforms?® East Asia and now China have posted miraculousvtronever
experienced at any time in human history. Africa tuas experienced solid growth.
Botswana has been the star performer here. Yehanekample of fast growth is that of
the war-ravaged Vietham which has practised sintiiarelopment strategy. In all these
cases (except perhaps Vietnam where poverty rerhgghy growth of per capita income
has occurred with a reasonable degree of distobutif income and wealth; and the
incidence of poverty has been reduced dramaticalierever growth of per capita
income has risen fast consistently to double p@itaancome within a decade or so.
Indeed, these ideas, wherever implemented congmisht, changed those societies

2t js worth noting that all the international ingtions like the GATT and the World Bank recoguis
the crucial importance of planned development attime. In England, the Colonial Office, for whitbwis
also worked, had accorded broad support to hisidea

3This point is elaborated at considerable lengtBardhan (2010).
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beyond the dreams of the founding fathers of tiseigliine of development economics.
They could not have dreamt of saving and investmegies exceeding 35 to 40 percent
(the latest figure for China is 49 percent) of G&#Rl growth rates of per capita income
fast enough to double it in a decade or so, bnggil the barriers of underdevelopment
and smashing all the sticky vicious circles of ptwand human deprivation.

V. THE LIBERALIST CREED AND NON-DEVELOPMENT

One would have expected that in view of their spadar success the
development policies pursued in the wake of Inddpane would win universal approval
and pursued with greater zeal and with a greameterstanding of the development
process. But beginning in 1980 the most outré evmmpened? With an unsettling
suddenness, liberalist thinking “dethroned” theinml development paradigm and
replaced it by the so-called “first-best policiesftamely, minimal governmenlaissez
faire and export fetishism based on the static prieoiflcomparative advantage—in the
belief that it would also produce first-best (Rareptimal) results. In effect, this meant
reversion to colonial economic policies briefly imved above and the virtual
abandonment of the inclusive growth ideal—all ire thame of achieving static
efficiency—Pareto-optimality, that 5. Development priorities changed drastically
overnight, unrelated to the development experiémtiee preceding post-colonial time.

The shift to liberalism in Europe began in respottséhe Keynesian rejection of
the minimal government philosophy that regardedyegevernment intervention a denial
of free markets and as paving the road to statntyr and serfdom. It also regarded
every effort to establish social justice by redlsttion of income and wealth an attack on
human liberty. Under the leadership of Hayek, Nant Perelin society was founded in
1947—including such luminaries as George Stigiétton Friedman, Lionel Robbins,
Paul Volker, Fritz Machlup, Karl Popper, Frankigimt, etc.—to safeguard the central
values of civilisation, to fight the decline irlkef in private property and competitive
market, to contribute to the preservation of freeiaty [Wapshott (2011), p. 214 By
its phrasing and content it launched a crusade-tgpgement to dismantle Keynesian
thinking. These ideas assumed a quasi-religiougéion that could not be refuted by
reference to their effects on the society. Inyialerided, these ideas were adopted first
by the British Prime Minister Thatcher under th#iuience of Hayek; and then by the US
President Ronald Reagan who was deeply influengediiton Friedman. Both the
economists had their differences but agreed th@fdtiopn was more dangerous than
unemployment. Small government became a keywargdticy-makers in both Britain
and the USA, trusting private initiative more thgovernment intervention. Monetary
policy, to be implemented by the Federal Reservar@owas considered as the more
potent and relevant policy tool than fiscal polieyen to fight depression-like situations.

“Interestingly, the outbreak of liberalism in theveleping countries coincided with the decline of
Keynesian economics in the US and England. Alan@gr, is quoted as saying: “ by about 1980 it knarsl
to find an American macroeconomist under the agdodfy who professed to be a Keynesian” [cited in
Wapshott (2012), p. 268].

®Indeed, Lal (1983) in a popular book argued that®eoptimality be adopted as a guiding principle
of development policy!

®The report from which the quotation in the textaken was drafted by none other than the Secretary
of the Society, Lionel Robbins.
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Indeed, Friedman, in many respects the alter éd¢tagek in the US,‘proved’ that Great
Depression, which he called Great Contractiona‘igeagic testimony to the power of the
monetary policy—not as Keynes believed testimonigsampotence” [cited in Wapshott
(2012), p. 249]. In other words, an economy deefpduble needed, not a stimulation of
effective demand as Keynes had advocated, but equate expansion of money supply.
The emphasis on employment creation was replacekebping inflation rates at the
lowest possible level, regarding the latter rathan the former as the economy’s enemy
number oné! If the economic process led by market forces sgaaitifices on the people,
then these must be endured. The government intederwith the market forces would
tantamount to blocking the working of the natueal/$ of economics, which were held to
be as immutable as all other natural laws. Evemn#itare of economic agents changed:
from the masters of their own destiny, they weradenalaves of the economic laws.
Finally, a Nobel Prize for both Hayek and Friednpamh a seal of academic virtuosity and
scientific probity on these ideas.

It is, therefore, no wonder that the pioneer dewelent economist’s policies—
namely, their denial ofissez faireas an oriflamme of international economic relation
their fervent advocacy of industrialisation posstea by government-sponsored
programme of import substitution and their emphagisegalitarian change in private
property rights—became the target of a virulengr#ist attack and vilification. Those
ideas, rather than being regarded as helpful fon@wic progress, were held responsible
for greatly compromising the growth possibilitiek developing countries. Since they
relied on heavy government intervention, thmust haveruined these economies by
definition, regardless of what the actual situatieas. If the situation looked good on the
ground, then it must be an illusion! Thus, for amste, if privatisation did not increase
competition but simply led to the creation of ptevanonopolies, asset stripping and
corruption on a massive scale—of which there ammtes aplenty—then the remedy
was more privatisation, and yet more privatisatidro take another example, if the free
flow of short-term capital across national bounesaified to a contagion-like situation in
East Asia in 1996-97, and made a sound exchangepadity impossible, they were still
advised not to impose controls on them becausestabiést policy could not be violated.
Assuming no significant trade-offs between the wisnand losers from growth, the
Liberalist Paradigm has consciously ignored theitggelated reformist issue, because
that would mean trampling over the individual’'s iorited moral right to private
property*® This religious attachment fwoceduresrather than to theutcomeof these
policies, also explains why the liberalist attamler-arching primacy to maintaining
macroeconomic stability, which has been definedavaly to focus only on low inflation
rate, low budgetary and trade deficits as a peacenbf GDP, and a “realistic” exchange
rate® And yet contrary to their expectations, the nesulieof the liberalist iconoclasm
has been to slow down economic growth, increasenpl@yment, increase poverty and

For a comparison of the Hayekian and the Keynegsisitions see Wapshott (2012); ch. 3.

®For a detailed discussion of the moral aspectibefdlist philosophy see Chapter 9 of Naqvi (2010).

®The liberalist definition of macroeconomic stabilis narrow, because a fuller definition of thener
would also monitor, as any modern text on macroecocs would show, the effect of the monetary, fisoad
foreign exchange rate policies on growth rates bPGand the unemployment rate. The essence ofubli
policy would then be to strike a balance betweemtionetary and real indices of macroeconomic #tabil
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widen the gap between the rich and the pbdratin America, having experienced stellar
growth for more than 25 years implementing the sdefpioneers, had to suffer more
than 25 years of economic stagnation implementhrg go-called first-best liberalist
ideas, before emerging from it only recently, thougther at a slow rate. In sum, the
search for inclusive growth in developing courgribat had gathered momentum in the
first thirty years of post-colonial period was eithgiven a new meaning, or sacrificed
altogether at the altar of macroeconomic stabilithe solid lesson learned from
development experience, especially that of thedestving developing countries, is that
development cannot proceed over long periods iratarosphere of macro-economic
instability; but that valid concern is not a licendor a one-sided pursuit of
macroeconomic stability, no matter what. In gehehe liberalists have not been wrong
in emphasising the need for macroeconomic stapilityere they have gone sadly wrong
is in focusing only on following certain procedunegardless of whether they produce
the desired results—whether they do succeed imdagiown the preconditions of long-
term growth and also help the economy move betoaidto sustaining growth over long
periods of time.

VI. THE ANTI-LIBERALIST CONSENSUS

At the same time as the Liberalist Paradigm gaim@dency in the academia and
led to a general decline of interest in developmem@tnomics and policy, an important
event was the evolution of ideas that challengentt® classical position daissez faire
and the undesirability of government interventionamy grounds. At the centre of this
Consensus is the theoretical literature that hagenségnificant changes in the Arrow-
Debreu version of neo-classical economics, by fiogusttention on one of the key
assumptions of the neo-classical model—namely, ittffatmation on both sides of the
market is perfect and is cost-free. Under the lesde of Stiglitz and Akerlof, the
Imperfect Information Paradigm has shown that witperfect (and costly) information
and incomplete markets competitive equilibriurmdt generally unimprovable. In this
framework, market failure is a rule rather than éixeeption. It creates immense policy
space for Pareto-improving government interventibhen there are studies that show
that since unemployment is mostly involuntary, r@dg the going (efficiency) wage rate
would not necessarily improve market efficiency anelate additional effective demand.
Indeed, doing so is more likely to lower industpabductivity. Another set of studies
showed that, in a dynamic context, when accounttaleen of dynamic external
economies, the static comparative advantage woaltbmger be suitable as a criterion
for optimal resource allocation; nor would it opise growth or social welfare. In
practice, no developing country that made it tofdst-growers table has ever developed
by the dictates of static comparative advantagetheeiin the West nor in the East.
Instead, growth via industrialisation creates isxalynamic comparative advantage, as it
would be using decreasing cost technologies rathen the pre-industrialisation
constant-cost or increasing-cost technologies.indplication of this line of research is to

2Rodrik (2010) contains sharp criticism of the ldlest policies. Comparing these policies with those
of fast growing countries like China, India etc.reenarks: “Given the policies in place in Chinagiiam and
India, it is hardly an exaggeration that to say thevould have been easier to explain their pentnce if these
countries had failed abysmally instead of succeethie way they did.” (p. 86).
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turn one of the basic recommendations of the lisrhterature on its head and show
that import substitution for both the domestic #éimel foreign markets, rather than export
fetishism, would most likely lead to maximal growta point which history also
confirms. Another development in the anti-libesalrein has been studies that provided
an analytical rendering of some of the basic idifathe early development thinking—
namely, the Structural Transformation and the BigtPhypotheses, and their distributive
implications—and are in fact of universal relevaraed constitute a net addition to
knowledge. They show that, even on strict efficiergrounds, a government-led
simultaneous industrialisation programme where dehspill-overs between sectors are
significant, would be the only available optiom fbe simple reason that individual acts
of industrialisation would not be possible undeesih circumstancés. It is, therefore,
surprising that these potent ideas, which diredélgy the relevance of the liberalist views
for development policy, have not undermined thd péahe academic community for
liberalist ideas even today.

VIl. THE HUMAN DEVELOPMENT PROGRAMME AND
INCLUSIVE GROWTH

Among other charges levelled against the inadeqoétiye development policies
of the formative years, one has been their allegedusive focus on the fastest possible
increase of per capita income as $ioée indicator of human well-being, neglecting non-
income aspects of human well-being; and that it leamjsed physical capital formation
and not knowledge creation. Generally, the pionesese accused of commodity
fetishism and being not concerned with capabilitsnfation. The brief discussion of the
pioneer’s ideas presented in Section IV above shbelenough to reject these charges as
ill-informed and based on a cursory reading of #erly development literature.
However, apart from this aspect of the UNDP-spagddtuman Development Paradigm,
the fact remains that it has shifted the analytisa policy focus to a broader vision of
human freedoms—one that allows individuals to ntakechoices they value most within
the framework of an egalitarian and a democrataiedp that cares for human welfare
and concentrates on enhancing social justice ommsimg, if not eliminating it. To this
end, it claims to focus on the complex relationshgiween rationality, freedom and
justice to get a complete view of human motivatibhe edifice of this paradigm rests on
strong philosophical foundations; and this in facits most original contribution to our
knowledge. Sen (2010), a co-founder of this redeprogramme, points out that no less
important than the actual achievements that a peesals up with is théreedomto
choose among all the possible functionings thagragn has. In other words, capabilities
are not merely of instrumental value but the freedo choose has intrinsic value, which
a person cherishes. “The idea of capability—is rigd towards freedom and
opportunities, that is the actual capability of pleoto choose to live different kinds of
lives within their reach, rather than confiningeation only to what may be described as
the culmination—or aftermath—of choice” (p. 2379. far so good.

However, problems arise in the application of thelegant philosophical ideas to
development-related issues; in particular when agsn to their concrete formalisation

ZThe ideas noted in the text are due to Murphy,ihland Vishny (1989a,b).
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in statistically measurable terms. As is well-kmpwhese are the ideas that undergird
the new Human Development Index (HDI), which, sid@90, has been extended to
adjust it to information about inequalities (IHDand the many other indices like the
Multi-dimensional Poverty Index (MPI) that have heeonstructed to measure human
happiness or unhappiness. By itself this infornmtipublished yearly by the UNDP in
the Human Development Reports, is most invaluableunderstanding the state of
society’s well-being or ill-being, and has gainettrnational acceptability as a measure
of human happiness. If nothing, it forces natiog@ernments to do better with respect
to education and health, which are the non-incoomponents of the HDI. It has also set
in motion the search for a true set of indicatar @ther a set of indicators) of human
happiness. However, going by international acdslitia the same is true of information
on the growth rate of GDP per capita which is rdgdrno less than the HDI as an
indicator of national health. It is still the mostdely used criterion of economic
performance, despite all the scepticism about itaasneasure of human welfare.
Countries falling behind in terms of growth rataldavel of per capita income strive to
better their record and try to converge to coustgeowing faster. The countries that
have grown really fast and which have paid closentibn to equity issues as well (e.g.,
South Korea, Indonesia, China) have achieved iatemal recognition even more
comprehensively than those which primarily imprakeir HDI record (like Sri Lanka,
Nepal, Tunisia, Eastern Europe) but fall behingiowth termsHDR (2010) duly notes
that among the 10 top movers on the human developiist, 7 are not high-growth
countries. On the other hand, the fastest growmgntries have also recorded definite
improvements in terms of their HDI's. Thus, oe ®pence’s (2011) list of the 13 top
movers on the growth scale—the Asian Tigers, ledan Malaysia, Thailand, and
Botswana, Malta, Oman, and Vietnam, India and zBraare also the countries that led
to miraculous human development achievements ierg short period of time. China
which tops this list achieved wondrous income aad-imcome improvemenf8.Thus, it

is more convincing to reduce poverty dramaticalysosustained basis by growing very
fast (say at 6-7 percent which doubles per capiterme every 11 or 10 years) in an
inclusive way [Naqvi (1995, 2010) and Spence (20$1)54]*® In general, | show
elsewhere that the support-led growth that the UN@®urs is not a substitute for what
they call the growth-mediated strategy of growtlare@ul empirical estimation shows
fairly convincingly that (i) a fast GDP growth ratéper capita GDP leads to greater HDI
improvements than the reverse chain of causatfdso, (ii) improvements in the former
make a more decisive impact on poverty than therlafnd there is a solid economic
sense in this sequence. It is that investmentiman capital is required for its own sake
but its effects on growth are more indirect andg lelsvious than those of physical capital
formation. However, this is not belittling the imence of the human development
programme’s contribution to human knowledge. Furtire, while it is absolutely
correct to point out the inadequacy of the ratgrofwvth of per capita GDP as tlsele
reflector of human well-being and to emphasisertbed for statistical improvements to
devise multiple indices of welfare, but doing ailat is not necessarily an argument
against pushing for the highest growth rate of G®Mnprove the living standards of the

Z3pence (2011) is essentially a formalisation ofRegort of the World Bank (2008).
ZThe latest report is that China has reduced povertyly 2.3 percent.
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people. The problem is not one of supplanting, dfusupplementing the GDP measure
with other relevant measures of human well-beingdove as the basis of an inclusive
growth strategy. Experience shows that it is motugh to add to the supply of education
but it is also essential to create a strong denfiand, which however comes from high
growth.

All in all, it is fair to say that, for all its mis, the Human Development Paradigm
does not focus on pursuing inclusive growth, as it has tetifthe emphasis from
achieving the fastest possible increase in theggita GDP as its primary objective.

VIIl. THE NEED TO CONTINUE SEARCHING FOR
INCLUSIVE GROWTH

The survey of the evolution of the ideas undedyitevelopment policy in the
developed and the developing countries presentgaténeding sections shows that
what we live in can be called as an Age of Cordnsh the realm of ideas as far as
a commitment to raising the welfare of 9/10th ofrtankind is concerned. With the
exception of the 13 fast-growers listed above, skarch of inclusive growth has
either been given up or given a new (and incomplateaning in the developing as
well as the developed countries. At present weehavcocktail of the liberalist
agenda and the human development programme rutogegher; while the ideas of
the pioneers of development that did focus on isiglel growth have been rejected in
academic literature on one false ground or anotinegn though these ideas continue
to be practised in high-growth economies, and thsra large body of theoretical
literature that supports them. The analysis preskabove should make it clear that
the liberalist agenda has no relevance whatsoaveantinclusive-growth oriented
development policy—indeed, it is anti-developmeBten though its emphasis on
macroeconomic stability is most welcome, since maconomic instability hinders
growth and makes it unstable; yet it must face ¢charge of one-sidedness even on
this count—that it has pursued its narrow agendthaut regard to such basic
objectives as growth, distributive justice and pdyereduction. Most of its anti-
poverty programmes end up by increasing it! The &anrdevelopment programme,
though philosophically impeccable, is not a sureguo achieving inclusive growth
on a lasting basis. Some of it is now agreed tonelg the human development
enthusiasts. And yet it is surprising that the UNK#eps flogging the dead horse of
the HDI versus the growth of per capita income oawvdrsy. Indeed, the HDR (2010)
has unwisely sharpened it: “Human Development diffstom economic growth in
that substantial achievements are possible evemowitfast growth” (p. 55 As a
matter of fact, this is true; but it need not imphat pursuing the former is in some
essence superior to the latter on the ground tti@ieaing convergence with the West
in terms of HDI is easier than in terms of growfiper capita GDP. As noted above,
the focus should simultaneously be on achieviegeative symbiosis of the growth,
equality and poverty reduction strategies withia framework of pluralistic political

ZWhile HDR (2010) duly recognises the role of growthincome, yet it never recommends highest
possible growth as a policy objective, or even agans of achieving the desired capability expamskor the
latter it continues its emphasis on spending marthe non-income elements of HDI (p. 6).
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institutions that allow for decentralised delibévat and public reason, not just to
have public balloting® Broadly, the improvements in the average standdrdiving
should be combined with enhancing the quality afiaglojustice (or minimising social
injustice), especially for the least-privilegedtire society. The best way to do this is
to abandon the vain search for one comprehenstlieator of human well-being, per
capita GDP included. The proper thing to do isetwolve a framework that
continues to use a revised GDP metric as a measiurearket activity and then
supplements it with additional information aboug¢ thet changes in the quality of life
of the peoplé® Indeed, as pointed out above, this is what then@érs of
development economics also recommended, thoughsaoprecisely in statistical
terms. The net improvement on that position shdaddthe addition of a wealth of
new statistical information about the quality deliand a solid philosophical base to
be able to make correct moral claims about theirements of social justice, which
the UNDP programme provides.

IX. RAINBOW'S END

It follows from the preceding analysis that thereot strategy to achieve inclusive
growth is to restore the time-tested developmetitigs that have brought prosperity to
the teeming millions in a short time—for severalcades consistently. That would
require promoting high rates of saving to finartee tequired investment in physical and
human capital. Keeping with the tradition of Indigdt Revolution, the developing
countries, depending on their stage of development must be allowed to practise and
subsidise import-substitution activity when needexspecially to find new areas of
comparative advantage over the long haul. The dagtessible growth rates would
require the smoothest possible process of Structuamsformation, which can be called
as the Fundamental Law of Economic Developmenth biotthe developed and the
developing countries. However, this statement igesat to three important qualifications.
Firstly, the statement above doest say that import substitution should be thely
policy instrument to be used for encouraging indak$ation, to the exclusion of export
substitution.It should be both In other words, the argument here is not foiravard-
looking strategy, such as probably was the cadaiim America in the second phase of
its development. An open economy provides the rigiting for fast and stable growth.
Development experience has rejected export fetistamd as well as all-out import
substitution. Indeed, as noted above, the aimldhmito increase the share of exports in

®The qualification in the text is important. As @ged to the traditional definition of democracy in
terms of annual elections and free public ballgtitg modern focus is on the content of democrabwt is
what Rawls calls ‘the exercise of public reasore.dtiates clearly: “The definitive idea of democracthe idea
of deliberation itself. When citizens deliberateeythexchange views and debate their supporting measo
concerning political questions” [cited in Sen (2D1p.324)]. Thus, on this definition even the mupeat
councils or similar institutions that allow for erssive discussion and public questioning of thetipal
institutions qualify as democratic institutions ewshere elections don'’t take place. This is howewar an
argument against elections which are of vital intgoee in themselves.

*This is also one of the key messages of the Repahie Commission the Measurement of Economic
Performance and Social Progress: “These measuvest[¢he quality of life], while noteplacing economic
indicators provide an opportunity émrich the discussions and to inform people’s views ofdbeditions of
the communities where they live” . [Stiglitz, Semd Fitoussi (2012), p. 62]. The italics are ia triginal].
With this position no reasonable person can differ.
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GDP by diversifying so as to be able to import mimrénance growth requirements; but
it is not to practise some kind of protectionismhat/is being suggested is that the set of
development-oriented policies should not be aidfig narrowed by crowding out
import-substitution activities as economically sinper se because that would forestall
long run growth and employment generation. Secqritdlso does not say that tfem
of import substitution should remain the samenathé past, irrespective of the stage of
development reached—it should gradually transitifsom simple manufacturing
activities to more sophisticated activities basadsoience and technologwhile at the
same time make provision for capital accumulationstistain this proces$rotection
should be removed from industries that have outgrtheir infancy; and those which
cannot sustain without protection, even after engyyears of protection should be
phased out’ Thirdly, theform of protection should also change keeping in vidvaiis
to be protected. It need not be import controldiierential exchange rates; it could take
the form of subsidies given per unit of labour iggar instancé® The aim should be to
expand the domestic market so that growth doesame to rely on exports alone. Yet
there should be no confusion that industrialism tningsin the driver’s seat arat it is
only by achieving high rates of economic growthttirequality can be redressed
without creating much social tension and povertydueed dramatically on an
irreversible basi€? The aim of development policy should be to achiand sustain
high rates of growth of per capita income—say 6ceer to 7 percent—for several
decades, duly supplemented by social safety nets tgn universalising access to
education, including higher education [Naqvi (1998)prld Bank (2008); Naqvi (2010);
Spence (2011)]. And to this end, industrialism,ydstipported by a vibrant agricultural
sector, should form the basic plank of a succestduklopment policy. This is thanly
way to achieve inclusive growth on a sustainabksha

Following this historically correct path, some deygng countries have already
achieved the high-income status (like Japan, Séldiea, and Singapore) and some
others (China for example) are in the middle-incastatus within three decades, while
others are poised to escape low-income viciousecotpoverty. The liberalist obsession
with keeping inflation and budget deficit artifitinlow even at the cost of slow growth
and rising unemployment must be done away with) lbotmoral and economic grounds;
and if only because slow growth and rising unemplent form a toxic combination that
will undermine democratic societiSEnforcing financial and monetary discipline is not

Z'The success of South Korea’s great achievemelsoislae to this vigilance of the type of industtteat need
protection; and those which do not. This aspedb&es discussed at length in World Bank (2008) &pence (2011).

®There is a whole body of literature on the optifiaains of intervention in the presence of domestic
distortions. This literature has been comprehelysiegiewed in Bhagwati and Ramaswami (1963); Nét®69).

#As opposed to the GATT, which recognised the legite needs of the development countries to
practice import-substitution activities, the WTQpending to the interests of the West, forbids aatlvities.

Keynes in commenting on Hayek’s bodkoad to Serfdorwhich he liked otherwise, remarked:
Hitler's rise was “facilitated not by big governntebut by the failure of capitalism and mass
unemployment”. He warned that: “if the US in peawet returned to unemployment rates of the 1930’s,
then it may lead to political extremism that haéwn the world into war [Wapshott (2012), p. 199].
These warnings are as true today as they were attithe that Keynes made them. Indeed, if an
unemployment rate of 9 percent—much lower than 8@ent or so in the Great Depression—can cause
unrest in a stable country like the US, what cappea, and is indeed happening in the much weaker
developing countries, is not too difficult to imaegi
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a matter of implementing certain sure-fire rulest thre visible enough to be seen by the
naked eye. The experience of developing countriggests that it is useful to be modest
here. That is, the definition and extent of thiscipline lie within a large area of
deliberate ambiguity, depending on the state of@benomy, in particular. And, as
Keynes observed long ago, “an unbalanced econongs ¢hmt produce a balanced
budget”. The search for the highest per capitavtirshould also not be sacrificed for
the sake of achieving faster convergence in huneseldpment. High rates of human
development are best achieved on a non-reversdses lvhen it comes on the back of
highest possible growth rates. The long-term airaukh be for all or most of the
developing countries to move steadily to the higteime status and then compete among
themselves and with the Western countries in aeqteitative relationship—unlike the
practices of powerful Western countries in the wakindustrial Revolution. To generate
light and not just heat, the key development delsatauld not be cast in the futile
confrontational posture of this-versus-that—namghpwth versus human development,
government versus the market, agriculture versdssiny, physical versus human capital
formation, factor (input) accumulation versus proiiltity growth, export expansion
versus import substitution, economic developmemsug human development etc. A
successful development policy—indeed, one thatafready succeeded to better the lot
of the “voiceless millions” has to have some ofdlithese elements. It should look at
these important matters in a “balanced” and pratiiay, keeping in view the stage of
development already reached. Above all, it needsbdosupported by an explicit
government policy that keeps growttith equity as the primary objective of public
policy. The element of time is of essence to kdep engine of growth running full
throttle.

Yet sustaining growth over long periods requires saong sense of
commitment to collective welfare, away from selfiglss and greed focussed
narrowly on one’s self-interest. To ensure theuresf supply of commitment,
however, equality of opportunity is a must—that tise state must ensure that all,
men and women, get the same starting point in tihets—so that people know that
if not they, at least their children and grandcteéld, will get a better deal as the
economy scales greater heights of economic andakspodsperity. Given that, some
inequity in the distribution of income can be tatd for some time, which is
inevitable as labour moves from low-productivity ral activities to higher-
productivity in manufacturing activities. When tktakes are as high as they are in
the developing countries—most of the 9/10th of hokmad still being denied an
honoured place on the table of successful natiohe—tinambiguous aim of
development policy should be to internalise inchasgrowth, where human freedom
is incomplete without a compelling sense of shatimg fruits of economic progress
with those left behind in the race to prosperityneTdoctrine-less individualism,
driven by a religious belief in selfishness andegrdas done incalculable harm to
modern societies. Holding a lantern across uninegi opulence and abject
poverty, development policy must emphasise giviather than possessing. This is
essentially what the search for inclusive growthoants to.
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Time Poverty, Work Status and Gender :
The Case of Pakistan

NAJAM-US-SAQIB and GM. ARIF

The present study measures time poverty and éidence across gender, occupational
groups, industries, regions, and income levelsqu3ime Use Survey (TUS) 2007, the first
nationwide time use survey for Pakistan. In thérentUS sample, the incidence of time
poverty is 14 percent. Women are found to be miatre poor than men whether employed or
not. This is because of certain women-specificvdies that they have to perform irrespective
of their employment status. Working women are farentime poor than those not working..
Women accepting a job have to make a major traflbaifveen time poverty and monetary
poverty. People working in professions and indastthat generally require extended work
hours and offer low wage rates are more time pbois entails a situation of double jeopardy
for workers who tend to be money and time poohatdame time. The close association of
time poverty with low income found in this studyrborates this conclusion. Government
can help reduce time poverty by enforcing minimuiges laws and mandatory ceiling on
work hours in industries with high concentrationtiwhe poverty. Eradication of monetary
poverty can also eliminate the need to work longraat low wages just to survive. A fair
distribution of responsibilities between men andnea.is also needed.

Keywords:Time Poverty, Gender Disparities, Time Use, SNAWtes,
Time Use Survey, Pakistan

1. INTRODUCTION

Time is a valuable economic resource. It may lensmp a variety of ways, but
employed persons spend a significant portion af ithe labour market for monetary
gains. They still have other demands on their tmegource such as self-care, home
production of goods and services and leisure. THessands on time may reach a point
where people may be categorised as time poor. myrdaveloping countries including
Pakistan, working women may be more time poor tim&m because of their household
responsibilities. Time poverty may also be relai@aertain occupations and industries
where workers have to work longer hours.

The concept of time poverty is not new to econoritesature, though the revival
of interest in this phenomenon and efforts to mesmglempirically are relatively a recent
development. Part of the reason for this renewtstast appears to be the availability of

Najam-us-Saqib <sagibphd@yahoo.com> is Senior Rgse&conomist, Pakistan Institute of
Development Economics, Islamabad. G. M. Arif <gri@pide.org.pk> is Joint Director, Pakistan Insttaif
Development Economics, Islamabad.
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of this paper. We are also thankful to the Stremgithg PRS Monitoring Project of the Ministry of Rirce,
Government of Pakistan for providing access tontiiero dataset used in this study. An earlier versibthis
paper was published as PIDE Working Paper 2012:81.
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time use data for a number of countries. The pabbta of the report on Time Use
Survey 2007 (TUS) has added Pakistan to the listuch countries [Pakistan (2009)].
Naturally, the availability of this data has reKeudl interest in time use research in
Pakistan. The compilation of this dataset has Her first time opened unlimited vistas
for research on time use in Pakistan.

The present study focuses on analysis of the vermspects of time poverty
among the employed though, for comparison, it hakided the not-working sample as
well. The study begins by exploring the analytitamework used to study time poverty
in the next section. In Section 3, it describes dagaset and discusses its descriptive
statistics. This section also delineates the metloqy used in this study and deals with
the question of how to empirically estimate timevgnby. Section 4 presents the results of
the present study. The final section summarisesrtam findings of this study and in
conclusion presents some policy recommendations.

2. ANALYTICAL FRAMEWORK

Defining time poverty is not a straightforward esise. It is a complex matter that
involves a number of theoretical and empirical adeigtions. Once these issues are
clarified, we can move on to the main focus of study. The incidence of time poverty
among the employed itself has multiple dimensidrad heed to be investigated. Though
Vickery’'s (1977) seminal paper on time poverty égarded as a major step towards
analytically expounding the concept, the antecesdefithis work can be found in the
classical paper by Becker (1965) who developedamdmork that treated time as a
household resource that is used as an input irptbéuction of household goods and
services- However, it may be recalled that time was recagmiby economists as a
constrained resource long before Becker’s work.

To understand the concept of time poverty, it wolbddinstructive to begin by
looking at the resources that can be used to eehtirec welfare of a household or an
individual. As shown in Figure 1, these resourcas ®e divided into three broad
categories, namely, physical capital, human capitdltime.

Fig. 1. Household Resources and Their Use

Household
Resour ces
f T
Physical .
Capital and Human Capital Time
Durable Goods
L) L]

Used in Market Place Household Self-care and
(Occupation, Industry) Production Leisure
I |
r T 1
N'me"ff of Per sonal Community Investment in Consumption
Personsin the Characteristics Characteristics Human Capital to Get Utility
Household

For a more detailed analysis of the economicsraf tise, see Hamermesh and Pfann (2005).




Time Poverty, Work Status and Gender 25

The role of physical capital is well known. It geaies a stream of revenue over its
lifetime that adds to household income. Becker §)9@nd Mincer (1974) have
highlighted parallels between physical and humapitaa According to their theory,
investment in human capital also generates a stafaimcome over the lifetime of the
individual. Therefore its role in enhancing the fas of an individual has marked
similarities with that of physical capital and céme easily understood by drawing
parallels between the two types of capital.

As noted earlier, time is also an important housgesource that can be put
to a variety of uses. Since Becker’s pathbreakingkwthe role of time as an input in
household production has been well-recognised. Titerature on household
production postulates that households combine niagkeds, time, personal and
household characteristics along with other inpatgptoduce household goods and
services Oates (1977) and Hamilton (1983) have extendesiahproach by showing
that community characteristics must also be induds inputs in the household
production function. This implies that if theredemplementarity between time and
other inputs, i.e. if time can be used more effithe in the presence of the above
mentioned inputs in the household production functithen time poverty will also
depend on these variables.

Time can be used in self-care and leisure as \Bellf-care and leisure may be
regarded as utility enhancing consumption actigjtieut their role in improving human
capital cannot be ignored. Spending time in res$ufre and taking care of oneself makes
one more productive. Equally, time spent in prohectctivities can be used to make
leisure more productive because it generates indbatecan be spent on goods that are
complementary to leisure, such as books and tébevis

In addition, time can be used in the market placditectly generate income. The
income thus generated has a direct role with réspegonetary poverty. More interesting for
us is the fact that employment increases the tisgsl in committed activities which has
strong bearing on time poverty. This raises thetspeof the trade-off between monetary
poverty and time poverty. One more layer of conipleis added when we recognise the
direct substitutability between time and moneysTikievident from the simple fact that time
can be bought by hiring the services of other perso by purchasing time saving devices.

The gender dimension of this issue is importanival. In developing countries,
for example, tradition assigns certain activitiests as cooking and childcare solely or
primarily to women, so that they have to performsth activities even if demand on their
time increases as they enter the labour marketelkeep this possibility in mind, the
answer to the question whether getting a job mal@aen better off no longer remains a
clear cut yes because now the trade-off betweea &nd monetary poverty as well as
personal and social preferences comes into play.

Economists have long recognised poverty as a rac#ted phenomenon, though
income based measures of poverty are more commiordwn. The United Nations
Development Programme and Oxford Poverty Developnieitiative have recently
formalised the concept of multidimensional poveirtyo a new poverty index called
Multidimensional Poverty Index (MP?)This index takes into account ten measures of
deprivation related to health, education and liveigndards but ignores time poverty,

2For an excellent review of literature on home puiitun, see Gronau (1999).
®For more detail, see UNDP (2010) and Alkire andt@&a(2010).
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which is an important dimension of overall povettjowever, overlooking time poverty
may lead to an incomplete measurement of overaky as it may result in a number of
highly deprived people being classified as non-pdbrmay also hamper a true
understanding of the extent of deprivation of theé® are both time poor and income
poor.

The above discussion can be summarised into thewiolg points:

e Time poverty is an important aspect of overall pbyebecause monetary
poverty line provides only a partial measure ofgroy.

« It is theoretically possible that some persons adad monetarily rich but time
poor and vice versa.

« There are theoretical grounds to believe that bmhhousehold and community
variables are important determinants of time pgvert

» The gender dimension of time poverty is importespecially for developing countries.

3. DATA AND METHODOLOGY

3.1. The Dataset

This study is based on the Time Use Survey (TUS)726ponsored by the
Strengthening PRS Monitoring Project of the Minjstf Finance and conducted by the
Federal Bureau of Statistics, Government of Pakiffeakistan (2009)]. This is the first
nationwide time use survey for Pakistan. The surweyg conducted from January to
December 2007 and covered a cross-section of 1h608eholds. It represents both
national and provincial levels with rural/urban &kdown. The year-round coverage of
the survey was designed to capture seasonal warigtithe time use pattern.

While the survey provides useful information ababé household and the
community, the prized section of the survey is diery that records all the activities
of two selected persons from each household whaeargears of age or oldérThe
activities are recorded over a period of 24 hoditse entire day is divided into 48
half-an-hour slots and each person is asked abeuadtivities he/she was engaged in
during each half hour. An elaborate coding schesnasied to classify the activities
reported by the respondents. It is the first titattsuch a detailed account of time
used in daily activities has been made availabtePimkistan. Some important details
of how this data was used in this study and somésofalient characteristics are
described below.

The individuals aged 10 years and above, who fitheddiary to report their activities
during the past 24 hours, form the unit of analyeisthis study. These individuals are
grouped into two broad categories, working or erygloand not-working or not employed.
The subsample of ‘employed’ persons consists afktheho have worked for income or profit
at least for one hour during the week precedingstimeey. This definition is consistent with
that used by the Pakistan Bureau of StatisticSSjPBhe ‘not-working’ or ‘not employed’
subsample is the residual category consisting tf thee unemployed and those who are out
of the labour force. This type of categorisatiors macently been used by Kalenkoski,
Hamrickand Andrewg2011) to determine the time poverty threshold®tan pooled data
from 2003-2006 American Time Use Surveys (ATUS).

“For details of the procedure used to select twivididals from each household, see, Pakistan (2009).
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3.2. Sample Characteristics

Since the major objective of this study is the gsial of time poverty of the
employed sample by gender and other characteristlaged to labour market, it would
be instructive to have a brief description of thebaracteristics. Table 1 shows the
socio-demographic characteristics of the total darap well as for the working and not-
working sub-samples separately, while the labourketaspecific indicators of the
employed sample are reported in Table 2, whereré¢tevant figures from Pakistan
Labour Force Survey [Pakistan (2010)] have beeriged for comparison. Information
on monthly income and sources of income is givehahle 3.

Fifty two percent of the total respondents wheefillthe diary are females. The
mean age for the total sample is 31 years and tide sample is on average one year
older than the female sample. About 40 percenh@fsample is drawn from urban areas
and more than half were married at the time ofstineey. There is a gender difference in
terms of the proportion living in urban areas ahd marital status, but it is relatively
small (Table 1).

Table 1
Sample Characteristics
Total Sample Not-working/Not Employed Employed
Both Male Female Both  Male Female Both  Male Female
Sample Sexes Sexes Sexes
% Female - - 51.6 - - 74.3 - - 20.5
Mean Age (Years) 30.9 314 30.4 284 23.7 30.1 343 34.9 32.0
% Urban 394 40.5 38.4 422 45.2 411 35.7 384 25.0
% Rural 60.6 59.5 61.6 57.8 54.8 58.9 64.3 61.6 75.0

Marital Status
Currently Married  56.6 53.4 59.7 41.7 16.8 58.3 68.9 69.6 66.5

Unmarried 392 441 345 472 798 359 282 283 276
Others 4.2 2.5 5.7 5.1 3.4 5.7 2.9 2.1 5.0
Al 100 100 100 100 100 100 100 100 100
(N) (37832) (18321) (19511) (21871) (5630) 16241) (15961) (12691) (3270)

Source:Calculated from the micro-data of Time Use SunzgQ7.

Figure 2 shows the percentage of males and fermadeking at the time of the
survey. Whereas more than two-thirds of the maleseviound working at the time of the
survey, the corresponding figure for the females wialy 17 percent. Consequently, while
three-quarters of the not-employed sample consfsismales, their proportion among the
employed sample is only one-fifth (Table 1).

Another noteworthy gender difference among thewatking persons is in their
marital status. Table 1 shows that approximatel\péftent of the not-working females
are in the ‘currently married’ category as comparednly 17 percent for the males. This
gap is much narrower and in opposite direction ayibre employed persons, the two
figures being 67 percent and 70 percent for womad @amen respectively. The
overwhelming majority of the employed females (ab®b percent) live in rural areas,
while this figure for the not-working women is albb@®® percent.
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Fig. 2. Percentage of Males and Females Working at the Time of the Survey
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Source:Calculated from the micro-data of Time Use Sunzg7.

One of the reasons for the higher percentage okingrwomen living in rural
areas appears to be their substantially higheesgptation among agricultural workers
(48 percent as compared to 29 percent men; Tabl/@)in the employed sample, the
majority of females fall in three occupation grougagriculture workers (48 percent),
craft workers (19 percent), and unskilled (elementavorkers (18 percent). Only 15
percent women are professional or associate piofedsworkers. Employed males are
engaged in four major occupational categoriescatitire (29 percent) professionals and
associate professionals (24 percent), elementarly (24 percent) and, craft and machine
work (18 percent). In terms of industrial classfion, women are concentrated in
agriculture, manufacturing and, community and das®avice sectors. In addition to these
three sectors, the employed males have a substegr@sentation in the trade sector as
well (Table 2).

Table 2 also shows that employment status of 46em¢of the employed males is
reported as ‘employee’, while the correspondinguriigfor women is 39 percent. The
most pronounced gender difference in employmentsts found in the ‘unpaid family
helper and ‘self-employed’ categories. Comparegush 10 percent of the males, around
half (47 percent) of the females are unpaid famiykers. On the other hand, 39 percent
of males are self-employed as compared to onlyetdegmt of females.

Three labour market characteristics of the TUS eged sample are also
compared in Table 2 with the LFS employed samplail&®most of the TUS and LFS
figures are fairly close to each other, there aAred noteworthy differences between these
datasets. One, LFS shows a higher representatifentfles among agriculture workers
as compared to TUS while in case of female craftkeqs and machine operators’ TUS
figures are larger. Two, among industries, LFS repa higher percentage of women in
agriculture as compared to TUS data, whereas TWdS8rds are higher for women
working in the manufacturing sector. Three, thercentage of unpaid family helpers in
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Table 2

Labour Market Characteristics of the Employed Sampl
Working/Employed Sample

Labour Market Characteristics Both Sexes Male Female
(Percentages) TUS LFS TUS LFS TUS LFS

Occupation
Professionals 154 14.2 18.4 17.1 3.8 2.6
Associate Professional 6.6 5.3 55 5.0 10.9 6.6
Clerks 15 16 1.8 2.0 0.3 0.2
Service and Workshop 5.2 4.9 6.4 6.0 0.8 0.6
Agricultural Worker 33.0 374 29.3 31.3 475 60.9
Craft Workers 14.2 15.2 13.0 16.1 191 11.8
Machine Operators 4.0 4.0 5.1 5.0 9.1 0.2
Elementary (Unskilled) Occupatidn 20.0 17.4 20.7 175 175 17.1
Industry

Agriculture 39.7 44.6 35.3 36.9 57.0 75.0

Manufacturing 12.8 13.0 10.8 13.3 20.3 11.8

Electricity 0.8 1.0 0.1

Construction 6.9 6.3 8.7 7.8 0.2 0.4

Trade 14.8 14.6 19.1 17.9 2.2 1.8

Transport 5.1 55 6.4 6.8 0.3 0.2

Finance 1.8 2.2 0.3
Community and Social Services 17.6 15.7 17.1 144 951 10.6

Undefined 0.3 2.3 0.4 2.9 0.1 0.2
Employment Status

Employees 44.2 36.0 45.7 36.0 385 222

Self-employed 34.0 34.2 39.2 39.6 13.7 12.8
Unpaid Family Helpers 17.9 28.9 104 19.7 47.2 65.0

Employers 3.9 0.9 4.8 12 0.6 -

(N) (15961) - (12691) - (3270) -

Source:*TUS: Calculated from the micro-data of Time Use&y, 2007.
**LFS: Figures for fiscal year 2007-tiken from Pakistan Labour Force Survey 2008-09.
a: Elementary occupation includes unskilled worleersh as street vendors, cleaners, domestic helpers
and labourers in construction, agriculture, andimgirsector.

the TUS is lower than that in the LFS. An importanbcedural difference also exists
between the two. The TUS has used female enumsnateeport the activities of female
respondents, while this task is performed by maleneerators in the LFS. Therefore, it
may be argued that the reporting of female actisits more reliable in the TUS.

The gender difference in employment status refl#s&df in the monthly income
statistics too (Table 3). More than 43 percent e employed women reported no
monthly income, whereas 45 percent of them were earning a morititiyme of Rs
4000 or less. This contrasts sharply with the gpoading figures for the employed
males. Among them, the proportion without any mgnihcome was only 8 percent
while approximately 60 percent of them were earnmimgre than Rs 4000 per month.
Wages and salaries, and business are the majaresoaf monthly income for both the
employed men and women.

® These women are primarily unpaid family helpers.
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Table 3

Distribution of the Employed Sample by Monthly imecand
Sources of Income (Percentages)

Income and Sources of Income Both Sexes Male Female
Upt to Rs 2000 15.1 9.8 35.6
2001-3000 9.4 10.3 5.7
3001-4000 12.5 14.8 3.6
4001-5000 11.3 13.7 2.2
5001-6000 8.6 10.3 2.0
6001-7000 6.3 7.5 1.7
7001-8000 4.7 5.6 1.2
8001-9000 3.2 3.8 0.9
9001-10,000 2.9 3.4 0.9
10,000 or More 9.8 11.6 2.9
Don’t Know/Refusal 1.3 1.4 0.8
No Incomé 14.8 7.7 42.6

Sour ces of Income

Wages and Salaries 44.2 455 38.8
Business 37.0 43.1 13.1

Transfer Income 3.2 2.7 5.0
Other 0.9 1.0 0.4
No incomé 14.8 7.7 42.6
All 100 100 100

Source:*TUS: Calculated from the micro-data of Time Use\&y, 2007.
**FS: Figures for fiscal year 2007-tiken from Pakistan Labour Force Survey 2008-09.
a: These are unpaid family helpers.

The differences in the characteristics of working aot-working women in terms
of age and schooling are presented in Appendix erdbllt shows that the share of
teenagers (10-14 years old) is greater (17.7 pgreenong the not-working women
sample as compared to the working sample (7.4 pgrc&pproximately two-thirds of
the working women are in their prime age, thatli;-39 years, while the corresponding
share for the not-working sample is 56 percent. plaportion of aged women among
the not-working sample is modestly higher (8.4 patithan among the working sample
(4.9 percent). In terms of education, it is intéregsto note that the not-working women
sample appears to be more literate than the wonkimgen sample. However, the share
of degree holders is relatively greater among tbekimg women.

In short, this description of the characteristitshe employed and not-employed
sample of the 2007 TUS by rural-urban classificatstiows a great deal of variation in
their demographic profile and economic activitieghich are likely to be closely
associated with their time use patterns and timeg.

3.3. Methodology

This study proceeds in two steps. The first steysists of an examination of the time
use pattern of the respondents by the type ofiesivas classified in the TUS 2007. The
focus has been on differentials in time use patbgrgender, region, work status, and other
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labour market indicators. The TUS 2007 organisésitées of the respondents in three broad
categories, namely, System of National AccountsA)Sattivities, extended SNA activities,
and non-SNA activities. The SNA activities congit employment for establishments,
primary production activities not for establishngerike crop farming, animal husbandry,
fishing, forestry, processing and storage, mining guarrying; secondary activities like
construction, manufacturing, and activities likadt, business and services. Extended SNA
activities include household maintenance, carecfoidren, the sick and the elderly and
community services. The activities related to lemynsocial and cultural activities, mass
media and personal care and self-maintenance ta@dtion-SNA activities.

To proceed to the second stage of the study, wihkéets with various aspects of
time poverty as discussed in Section 1, it is itable to operationalize the concept of
time poverty. What we need is a working definitmfrtime poverty that makes it possible
to estimate a time poverty threshold using our gidtarhe estimated threshold can then
be used to classify people either as time poowoorpoor. This objective can be achieved
by using a methodology that is similar to that usedestimating monetary poverty.

The first thing that needs to be decided in thigrd is whether to use an absolute
or a relative measure of poverty. Both measures cam@mon in the literature on
monetary poverty, though the choice of an absaheasure is a bit more arbitrary. Often
a certain level of per adult calorie intake equeval based on “minimal’ calorie
requirements is taken as the poverty thresholdhfottunately, things get more difficult
in case of time poverty as there is no agreed lef/&hinimal” time needed by a person
to avoid being time poor. Therefore we have to netm a relative definition of time
poverty that involves using some measure of théraktendency (such as mean, median
or mode) of time distribution or its multiple asime poverty cut-off point.

The issue of the choice of a poverty index comes. Wge use the headcount index,
which gives the proportion of people who are timerpThe results presented using this index
are easy to grasp, even by a non-professionadiditian to being simple and straightforward, it
belongs to the FGT class of poverty indices thesess certain desirable propetties.

Which are the activities that make people time pbtrey exceed a predetermined
limit is another question that has to be dealt withhile it is easy to exclude activities
such as leisure and vacationing from this list, momre thinking is needed to decide on
the activities that belong to it. The literaturetome use describes these activities in such
terms as “necessary or committed activities” amtetispent in these activities as “non-
free minutes” [Kalenkoskiet al. (2007)]. The activities to which an individual sha
committed as his economic or social responsibilitgy be regarded as necessary
activities and time spent in these activities may dpunted as non-free minutes
contributing to his/her time poverty [Kalenkoskt, al. (2011)]. Thus, the figures of non-
free minutes (time spent on committed activitieghde obtained can then be used for
defining time poverty threshold(s) and calculatiimge poverty.

As noted above, the time use survey data orgamistgties performed by the
respondents in three broad categories, namely, Shkfended SNA, and non-SNA
activities. A careful scrutiny of the list of thetevities falling under each of the three
broad categories, as reported at the beginnindnisfsection, reveals that the first two

®This definition is relative with respect to diffetetime distributions and must not be confused with
measures of relative poverty that take into accthmtvellbeing of other people in the neighbourhood
"For more detail on FGT indices of poverty, see &psbreer and Thorbecke (1984).
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categories consist of what we may safely call cottemhi activities. For instance, the
major activities included in the SNA, such as ergpient, production, trade and business
activities, are considered ‘committed’ because dhesivities are directly related to the
livelihood and economic wellbeing of working persasnd their households, and they
have committed to perform these activities in exgeafor monetary or other economic
benefits. Similarly, some social responsibilitieiethh are essential for the welfare of
household members such as care for children, theasid the elderly are also categorised
as committed activities, as they must be perforasd social obligation. These activities
are part of the extended SNA activities. Therefeeeadd time spent by the respondent in
SNA and extended SNA activities to calculate th&ltdime spent by her/him in
committed activities. Figure 3 shows the link betawethe concept and the empirical
definition of time poverty as discussed above.

Fig. 3. Towardsan Empirical Definition of Time Poverty
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A poverty line or threshold that is used to caltulthe headcount index is often
defined as a multiple of the median of the non-fige of an individual. In the absence
of an agreed cut off point for time poverty basedsound theoretical grounds, the only
option left is to follow a threshold level commoniged by previous empirical studies of
time poverty. Following Lawson (2007) and Bardasil &Vodon (2006), this study uses
1.5 times the median time spent in SNA and exter&4 activities as the time poverty
line. Based on this methodology, the time poveirig is computed as 10.5 hours (630
minutes). The time poor are those who have spemné itan 10.5 hours in a day on the
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committed activities (SNA+ex-SNA)In other words, persons who work 63 hours in a
week are deemed to be time poor.

However, it can be argued that the value of 10.5r$ased in this study as the
poverty line is an arbitrary cut-off point. A naaliquestion then would arise that what
difference would it make if a higher or a lower-ofit point was chosen as poverty line.
In the absence of well-established practices tosoreatime poverty, alternative poverty
lines have commonly been used in the literaturedBsi and Woden (2006)]. Following
this practice, two alternative poverty lines halsodeen used in the analysis; 9 hours as
a lower cut-off point and 12 hours as a higheraféipoint.

4. RESULTS

4.1. TimeUse

Table 4 sets out data on the time use patterrthéoiull sample as well as working
and not-working subsamples separately, controfimgender and rural-urban areas. The
male sample that filled the diary spent on averagend a half hour a day in SNA
activities. In contrast, the female sample spemb@rs in ex-SNA and only 1 hour and 15
minutes in SNA activities. Men spent about halfterur more in non-SNA activities as
compared to women.

Table 4

Mean Time Spent (Hours:Minutes) on Different Atitgi
by Work Status, Gender and Rural/Urban

Total Sample Employed Only Not-working
SNA Ex.SNA Non- SNA Ex.SNA Non- SNA Ex.SNA Non-

Sample SNA SNA SNA
Total Sample

All 03:15 02:55 17:50 06:58 01:22 15:40 00:32 533: 19:34

Male 05:21 00:32 18:07 07:32 00:32 15:56 00:24 :3D0 23:04

Female 01:15 05:10 17:35 04:42 04:39 14:39 00:34 05:16 18:10
Rural Areas

All 03:25 03:03 17:32 06:44 01:34 15:42 00:44 164: 19:00

Male 05:27 00:31 18:02 07:22 00:32 16:06 00:34 :290 22:57

Female 01:35 05:21 17:04 04:41 04:52 14:27 00:48 05:27 17:45
Urban Areas

All 02:58 02:43 18:19 07:22 01:02 15:36 00:14 483: 20:00

Male 05:13 00:33 18:14 07:49 00:32 15:39 00:13 :390 23:12

Female 00:44 04:52 18:24 04:44 03:59 15:17 00:16 04:58 18:46

Source:Calculated from the micro-data of Time Use SunzgQ7.

Some more details emerge as we look at the timestasistics separately for the
working and the not-working sample. In the not-vimgksample, both males and females
spent an average of around half an hour in SNAvitiei. The real gender difference is
observed in the remaining two categories. On ex-8biivities, the not-working male sample
spent only half an hour as compared to more thaouss spent by the not-working females.
The not-working men spent about 5 hours more th@nem in non-SNA activities.

8Using same methodology, Bardasi and Wodon (20063 heported a time poverty line of 70.5 hours
per week for Guinean adults (age 15 years and)older
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The employed males spent 7 and a half hours in SN#vities while the
corresponding time for the female sample was leas 6 hours. On ex-SNA activities,
the employed males spent an average of only 32tesrin 24 hours whereas the female
sample used up, on average, 4 hours and 39 miafitesir day on these activities. The
gender gap in the employed sample in the time spemon-SNA activities was
substantially smaller as compared to that in thewarking sample.

A comparison of the time use pattern of the workiagd not-working samples
reveals that employed males spend almost the samak amount of time (32 minutes) in
ex-SNA activities in both cases. In contrast, despaving to work around 5 hours a day
in the labour market, the women'’s lot in terms béwwdering the responsibility of ex-
SNA activities is not changed substantially aftecepting employment. The time spent
by them in ex-SNA activities is reduced, on averdgaem 5 hours and 16 minutes to 4
hours and 39 minutes, a gain of just 37 minutess Tdnds credence to the view that
some activities in the developing countries ares@®red to be women specific which
they have to perform, whatever else they may or nmye doing.

The overall result is that women end up working erieours than men whether they
accept paid work or not. Not-working women spenouah more hours in SNA and ex-SNA
activities combined as compared to not-working midws gender gap persists in the working
sample, though it is reduced to 1 hour and 16 relen also have more free time that they
spend in non-SNA activities in both the cases thahég gender gap is much smaller in the
working sample.

While the time used in SNA and ex-SNA activities thg males is almost the
same in both rural and urban areas, women livingunal areas spend more time on
both the types of activities as compared to thosed in urban areas. They also have
less time available to them for non-SNA activitias compared to their urban
counterparts. This rural-urban divide in the tinpest by women in SNA and ex-
SNA activities combined on the one hand and non-S&tAivities on the other
prevails both among working and not-working samgheugh the gap is much wider
among the working women. A working woman living time rural area spends, on
average, more than double the time in SNA and eA&hitivities as compared to a
woman living in the urban area.

Tables 5-7 show the time use data by three laboankeh indicators of the
employed sample, namely the occupational classsing and employment status, and
gender and rural-urban areas. Service workers rd/machine operators, who mostly
work in the informal sectot,spent on average 8 and a half hours in SNA aietivit
approximately 2 hours more than the time spentNi\ Sctivities by professional and
clerical workers. The latter usually work in therrf@l sector where the number of
working hours is fixed, whereas those employedhi@ informal sector usually work
longer hours. This difference persists in ruralvad as urban areas. Male workers spent
on average more time in SNA activities than theméle counterparts in all occupational
categories. Moreover, male professional and adtirallworkers had relatively more free
time than the workers in other occupations.

*The Labour Force Survey defines the informal seotothe basis of the type of enterprise and the
number of persons working in the enterprise. Th& 007 reveals that the service workers and plactime
operators are primarily engaged in the informatarec
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Table 5
Mean Time Spent on Activities by the Employed Sabplheir Occupation
SNA Ex-SNA Non-SNA Male Female
Rural Total Urban Rural Total Urban Rural Total &mb SNA  Ex- Non- SNA Ex-  Non-
Occupation SNA SNA SNA SNA
Managers 08:34 08:15 08:04 00:39 00:34 00:32 14:4%:11 15:24 08:23 00:26 15:11 04:38 04:09 15:13

Professionals 06:23 06:12 06:07 01:06 01:04 01:04:311 16:44 16:49 06:27 00:48 16:45 04:31 02:53 @6:3
Ass.
Professionals  05:26 05:31 05:34 01:47 01:47 01:46:47 16:42 16:39 06:08 00:43 17:09 04:38 03:31:515

Clerk 06:49 06:56 07:00 00:39 00:41 00:42 16:32 236: 16:18 06:58 00:35 16:27 04:28 03:02 16:30
Service
Workers 08:28 08:28 08:28 00:30 00:35 00:39 15:024:57 14:53 08:34 00:29 14:57 05:11 03:42 15:07

Agri-workers ~ 06:03 06:02 05:45 01:56 01:56 01:55 :016 16:02 16:20 06:45 00:32 16:43 04:21 05:16 14:23
Craft Workers ~ 06:31 06:50 07:09 02:09 01:45 01:215:2@ 15:25 15:30 07:51 00:32 15:37 04:11 04:57 245
Plant and Mach-

Operator 08:27 08:34 0842 00:28 00:27 00:26 85:04:59 14:52 08:34 00:27 14:59 08:15 02:14 13:31
Elementary
Occup. 07:28 07:34 07:44 01:05 01:.03 01:00 15:25:23 15:16 07:49 00:33 15:38 06:23 03:25 14:12

Source:Calculated from the micro-data of Time Use Sunz907.

Table 6
Time Spent by Industry
Total Rural Urban Male Female

SNA Ex- Non- SNA Ex- Non- SNA Ex- Non- SNA Ex- Non- SNA Ex- Non-
Industry SNA SNA SNA SNA SNA SNA SNA SNA SNA SNA
Agriculture  06:15 01:49 15:56 06:15 01:50 15:55 086: 01:43 16:13 06:52 00:30 16:38 04:45 04:59 14:16
Manfu. 06:49 01:55 15:16 06:24 02:28 15:08 07:10:261 15:24 08:02 00:31 15:27 04:16 04:50 14:54
Elect. Gas 06:30 00:42 16:48 06:21 00:41 16:57 46:60:42 16:44 06:26 00:40 16:54 08:00 03:10 12:50
Constr. 07:44 00:36 15:40 07:44 00:37 15:39 07:48:39 1542 07:45 00:35 15:40 04:41 03:47 15:32
Trade 08:38 00:30 14:52 08:46 00:33 14:41 08:3228$0:15:00 07:04 00:23 16:33 05:20 04:04 14:36
Transport 08:24 00:36 15:00 08:15 00:38 15:07 08:88:33 14:54 08:25 00:34 15:01 06:52 02:40 14:28
Finance 07:28 00:33 15:59 07:26 00:30 16:04 07:20:3®D 15:58 07:26 00:32 16:02 08:37 01:08 14:15

Com.
Social. Ser 06:30 01:22 16:08 06:30 01:20 16:16:2® 01:24 16:08 07:00 00:42 16:18 04:47 03:39 45:3

Source:Calculated from the micro-data of Time Use Sunz807.

Table 7
Time Spent (Hours:Minutes) by Employment Status
Both Sexes Males Female
Employment Status SNA  Ex.SNA Non-SNA SNA  Ex.SNA Non-SNA SNA  Ex. SNA Non-SNA
Employee 07:18 01:11 15:31 07:44 00:33 15:43 05:20 04:04 14:36
Self-employed 07:21 00:52 15:47 07:36 00:33 15:51 4:2% 04:27 15:08
Unpaid Family Helper 05:07 02:59 15:54 06:09 00:23 17:28 04:15 05:12 14:33
Employer 08:13 00:31 15:16 08:20 00:25 15:15 04:30 03:27 16:03

Source:Calculated from the micro-data of Time Use Sun2807.

In terms of industrial classification, workers eggd in trade, transport and
construction sectors spent more time in SNA addisitthan those working in other
sectors. This pattern of time use is not influencedth by gender or region.

Overall, the female unpaid family helpers spent dure more in a day on
committed activities than the male unpaid familyipees. The situation of women
working as employees or self-employed was not ndifferent. Unpaid family helpers
spent less time on committed activities than thleeotthree categories of workers.
However, a glance at the gender distribution oktiraveals that female unpaid family
helpers spent a lot more time in ex-SNA activitiban their male counterparts (more
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than 5 hours vs. only 23 minutes). This resultedfamale unpaid family workers
spending more time in committed activities than afyhe remaining three groups of
workers.

It is worth focusing on women who spent some tim&NA activities (Table 8). On
average these women spent more than 3 hours wtittally no difference in rural and urban
areas. However, there was significant differencéimregard between the working and not-
working women. In urban areas, the former sperdvamage of 5 and a half hours in SNA
activities while the latter used only one hour dtdninutes. The working rural women spent
on average 5 hours in SNA activities as comparédhours and 10 minutes used by the not-
working sample. Overall, working women give congiide time to their labour market
activities.

It appears from these simple statistics on the tiseepattern that in Pakistan (rural
and urban areas alike) the participation of womrethée labour market does not reduce
their time commitment for ex-SNA activities. Malepend little time in ex-SNA
activities, which, in Pakistani culture, appear lesively to be for females. Although
women spend much less time than men in SNA adgittheir overall time spent on
committed activities (SNA+ ex-SNA) is greater th#re time spent by their male
counterparts in these activities.

Table 8
Time Spent (Hours:Minutes) by Women in SNA Ad#viti
Urban Rural Total
Working 05:29 04:56 05:04
Not-working 01:41 02:10 02:03
Total 03:14 03:16 03:15

Source:Calculated from the micro-data of Time Use Sunzg7.

4.2. Time Poverty

The time use patterns of both the working and notkimg samples are reflected
in the time poverty statistics. The last row of first panel of Table 9 indicates that,
based on a 10.5 hours a day poverty line, time nppve 14 percent for the entire TUS
sample. As expected, the employed people (maleelisag female) are more time poor
than those in the not-working category, mainly hseathe latter, in general, did not
spend time in SNA activities (see discussion inghevious section). This difference is
quite large in both urban and rural areas. Timeepgvis substantially higher among not-
working as well as working women as compared to imethe respective categories.
Working women are hugely more time poor as compaoethe not-working women
(36.8 percent versus 10.2 percent respectivelyis fHises the question whether getting a
job is a bane or bliss for women. The answer depemndthe resulting trade off between
monetary and time poverty and its valuation by womMoreover, if time poverty is
computed from the time used for the SNA activitey, the incidence of poverty among
women is negligible, less than 2 percent.

In urban areas, 12.3 percent people are time puaoiie for the rural areas this
figure is 15 percent. Time poverty in rural aréasigher among females than males.
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The opposite is true for urban areas. Within theleyed sample, 22.5 percent people
are found time poor, with no major difference bedweural and urban areas. However,
time poverty among the employed female sample ilgothe time poverty among the
corresponding male sample. The difference in raraas is around two and a half times.
In urban areas, although more females are time fi@or males, the difference is just 5
percentage points. As noted earlier, it is dueh fact that female participation in the
labour market brings hardly any change in theiretiallocation for activities related to
household maintenance, care of children and therlgld

The second and third panels of Table 9 presenttsefeu two alternative poverty
lines; one with a lower cut-off point of 9 hoursr gty and the other with a higher cut-off
point of 12 hours per day. As expected the two pgguees lead, respectively, to higher
and lower estimates of time poverty, though theeganpattern of time poverty across
various categories remains generally the samechagge in time poverty due to change
in cut-off point is substantial, for example, in@seng cut-off point to 12 hours per day
brings down time poverty levels to almost negligiith most of the categories, while a
decrease in the cut-off point to 9 hours per dayeiases considerably the time poverty of
both males and females.

Table 9
% Time Poor by Work Status, Gender and Rural-UrAssas
Working/Employed Not-working/Not-employed TotalrBale
Both Male Female Both Male Female Both Male Female
Sexes Sexes Sexes

Poverty line=10.5 hours per day

Urban 23.2 22.4 27.9 5.6 0.5 7.6 12.3 14.9 9.8
Rural 22.2 16.6 39.8 9.2 0.5 121 15.0 121 17.7
Total 22,5 18.9 36.8 7.7 0.5 10.2 14.0 13.2 14.7

Poverty line=9.0 hours per day

Urban 44.7 44.3 46.9 13.2 0.9 18.0 25.2 29.4 21.1
Rural 42.1 36.1 61.2 20.1 11 26.2 30.0 26.2 33.4
Total 43.0 39.3 57.6 17.2 1.0 22.8 28.1 27.5 28.7

Poverty line=12.0 hour s per day

Urban 8.7 8.2 115 1.7 0.1 2.3 4.4 5.4 3.3
Rural 8.6 5.7 17.8 2.9 0.1 3.8 55 4.1 6.7
Total 8.6 6.7 16.2 2.4 0.1 3.2 5.0 4.6 5.4

Source:Calculated from the micro-data of Time Use Sunzg7.

It would be interesting to compare the results reggbabove with the time poverty
estimates for some other countries. Bardasi and dWq@006) report an overall time
poverty rate of 17.6 percent for Guinea, whereasctirresponding figures for men and
women are 9.5 percent and 24.2 percent respectivélye overall time poverty rate
estimated by Lawson (2007) for Lesotho is 7.9 patcehile 8.3 percent men and 6.8
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percent women are reported to be time poor. S® paverty in Pakistan, based on a
10.5 hours per day cut-off point, is lower tharGninea but higher than in Lesotho.

In Pakistan, only a few studies have estimatedrtbrey-metric poverty incidence
across the occupational groups. The general canalas these studies is that the level of
poverty is higher among unskilled (elementary weoskeskilled and service workers than
that among other occupational categotfed.he time poverty data presented in Table 10
show higher incidence of time poverty among ses/ie@rkers, machine operators and
workers in elementary occupations than among thecell, professional and agriculture
workers. This implies that unskilled and skilledrk@rs along with the service workers
are at the receiving end of both monetary and fimeerty.

Table 10

Incidence of Time Poverty (% Poor) by Occupation
(Employed only) and Industry

All Areas Rural Urban
Occupation/Industry Both Male Female Areas Areas
Occupation
Manager 279 278 394 32.2 25.5
Professional 125 128 111 144 11.7
Associate Professional 12.8 9.4 194 12.2 131
Clerks 10.0 9.6 20.4 11.3 9.4
Service Worker 336 34.1 19.2 33.0 34.1
Agriculture 18.5 9.3 40.5 18.5 19.9
Craft Worker 24.3 20.1 35.3 26.5 22.1
Machine Operator 327 326 599 31.6 34.0
Elementary 23.6 206 43.2 24.3 25.2
All 22.5 18.9 36.8 22.2 23.2
Industry
Agriculture 195 100 423 19.4 21.4
Manufacturing 277 224 249 315 23.4
Electricity 13.8 126 6.7 18.2 11.6
Construction 176 175 333 17.6 17.5
Trade 320 319 275 34.3 30.6
Transport 324 323 400 32.9 31.8
Finance 16.9 167 222 12.5 17.7
Services 181 167 229 18.4 17.9
All 225 189 368 22.3 23.2

Source:Calculated from the micro-data of Time Use Sunzg07.

5ee Jafri (1999) and Qureshi and Arif (2001).
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In the male employed sample, time poverty is lé&st10 percent among the
associate professionals, clerical workers and alwiee workers, whereas one-third of
the service workers and plant/machine operatordiare poor. The incidence of time
poverty among females is much higher than that gntbeir male counterparts in all
categories of occupations except professional andcg workers. A noteworthy point is
that approximately half of the employed women ieneéntary, skilled and semi-skilled
occupations are time poor. These differences ie fverty across occupations persist in
rural as well as urban areas. The case of femaleuttgre workers is interesting. Table
10 shows that 41 percent of these women are time whereas only 9 percent of their
male counterparts fall in this category.

Table 10 also shows the data on time poverty adhestype of industry where the
sampled workers were employed. High incidenceroétpoverty was observed in trade,
transport and manufacturing sectors for both matefamale workers. In the agriculture
sector, time poverty among women was four timeshdrgthan that among men. It
corroborates the time poverty data across the atimral categories discussed above.

One important lesson from the analysis of the tipmverty data across the
occupational and industrial classification is tlmat paid occupations and sectors get more
time of the workers. So these workers are pooronay-metric terms as well as in terms of
time use. They work for longer hours and get loweg insufficient to sustain a decent living
standard. Rural women working in the agriculturet@eare particularly in a disadvantageous
position in terms of time poverty.

The finding that low paid occupations are assodiatéh high incidence of time
poverty is further reinforced by the monthly incodsta. Table 11 shows that, generally,
the lower the monthly income the higher the incmenf time poverty. For the employed
sample, the incidence of time poverty among thobe warn a monthly income of Rs
10,000 or more was 16 percent as compared to 3@mesamong those who earn Rs 2000
or less per month, indicating a difference of 1&cpatage points between the highest and
the lowest income group. This gap was wider amoamen as compared to men, though
much smaller between urban women as compared @abwamen. In most of the income
groups, women were found to be more time poor thair male counterparts in rural as
well as urban areas. This indicates a harder toffdfor women between higher income
due to joining labour market and increased timeepiywvas compared to their male
counterparts. The trade-off between supplying &ftid work hours and time poverty is
also harder for working women as compared to warkiren, but less hard as compared
to those women who have to make a decision abmihgpthe labour market.

The gender dimension of time poverty can be undedstnore clearly from the
employment status data than from any other labcanket indicators. Figure 4 shows a
vast difference between males and females in tie@énce of poverty in all three
categories of employment status: “employees”, “setployed” and “unpaid family
helpers”. The time poverty among the female ‘ungaidily helpers’ is around five-fold
the time poverty among their male counterpartsthim case of employees, the gender
difference in time poverty is around 10 percentagints, favouring the male. This
difference is even greater for the self-employaggary. Finally, education was found to
reduce the incidence of time poverty, particuladynong college and university
graduates. In addition, the lowest gender gapnre tpoverty was found among these
graduates (Appendix Table 2).
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Table 11

% Time Poor by Income Per Month (Rs)

Total Rural Urban
Income Per Both Male Female Both  Male Female Both  Male Female

Month Sexes Sexes Sexes

Upto 2000 29.8 16.5 39.7 29.2 15.3 44.3 24.2 19.7 28.7
2001-3000 23.6 21.7 36.9 21.5 19.2 43.6 28.6 28.5 29.1
3001-4000 22.8 22.1 33.9 21.2 20.4 35.7 26.3 25.9 31.3
4001-5000 23.2 22.6 37.0 20.9 20.2 46.4 27.4 27.1 31.1
5001-6000 21.5 21.7 17.2 19.3 19.1 23.1 24.5 25.3 13.2
6001-7000 29.4 20.2 24.1 19.8 19.8 20.7 21.4 20.9 28.0
7001-8000 17.7 16.9 325 13.4 12.3 35.0 22.4 22.0 30.0
8001-9000 16.6 16.2 23.3 13.6 12.5 31.3 20.0 20.3 14.3

9001-10000 17.8 17.9 16.7 13.6 13.6 125 21.9 22.3 16.2
10001 or more  15.8 15.3 24.0 12.9 11.0 30.4 17.3 17.0 21.9
Don’t Know 22.1 19.8 45.5 14.8 12.7 33.3 38.5 35.1 199
Refused 22.7 24.2 11.1 17.3 17.0 20.0 34.8 42.1 0
Source:Calculated from the micro-data of Time Use Sunzg7.

Note: 18 percent of the employed sample has no montkbynire.

Fig. 4. % Time Poor by Employment Status
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Source:Calculated from the micro-data of Time Use SunzZ7.

4.3. Determinants of Time Poverty

The analysis carried out in the previous subsectidmarily focused on the
incidence of time poverty by gender, the placeesidence and labour market indicators.
Studies focussing on the determinants of time pggveclude several other individual,
household and community level variables that caadseciated with time povertyDue
to data limitation, it is not possible to examihe telationship between time poverty and
all these variables. Focusing on some socio-derpbgra and labour market
characteristics of the sampled persons who filkegl diary, this section has carried out
multivariate analyses to examine the relationskeipveen time poverty and some of these
characteristics. The dependent variable is timeeggwvhich takes the value 1 if the
sampled person is time poor; otherwise it takesvétiee 0. Since the dependent variable

YSee for example, Bardasi and Wodon (2006), Lawg607), McGinnity and Russell (2007), and
Merz and Rathjen (2009).
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is binary, logistic regression rather than OLS sedifor the multivariate analysis. Six
models have been estimated. Model 1 is based oeritiee sample (working and not-
working persons) while models 2 and 3 are estimagghrately for the male and female
samples. Model 4 has included only the employedpsano analyse the relationship
between time poverty and labour market indicatorsluding occupation, industry,

employment status and income. Models 5 and 6 dithdeemployed sample between
urban and rural areas respectively to take catbeotarying work patterns between the
two types of areas.

Four independent demographic variables, age, saxfahstatus and presence of
children younger than 7 years in the householdirazieided in the regression analyses
while the level of educational attainment is usedatudy the relationship between time
poverty and human capital. The place of resideapeesents the influence of community
variables on time poverty. Four labour market iathcs, occupation, industry, income
and employment status, are included in modelsah)db6 to understand their correlation
with time poverty. Three seasonal dummy variabksehalso been included in models 4
and 6, as working hours in rural areas are corsifemffected by changing seasons. The
operational definition of all these variables ardults of the six models are presented in
Table 12'

Model 1 includes the entire TUS sample. The resflthis model corroborate the
bivariate analysis carried out in the previousiseactAll variables included in this model
have an independent and significant effect on ttedbability of being time poor. The
employed persons are more likely to be time poan tthose not employed/not-working.
It is mainly because the not-working sample spéesis time on the committed activities,
particularly those falling under the SNA activitieategory. Moreover, the economically
active women use their time in household mainteaama child care in addition to SNA
activities. Estimation results of model 1 also shbat overall, women are more likely to
be time poor than men. As discussed earlier, tldenying cause behind this finding is
their time use pattern. The quadratic relationgigpveen age and time poverty also turns
out to be significant. The significant and positiedationship between time poverty and
being married shows that marriage increases theofisine on committed activities.
Same is true for the presence of less than sixsyadrchildren in the household. Model 1
shows a positive and significant relationship betwdime poverty and having no
education or having education but below the malaieulevel. It means that 10 or more
years of education enable individuals to have nfi@e time for activities like personal
care and rest.

The results of models 2 and 3, in which the analisicarried out separately for
the male and female samples, show no major quaditahange in the findings except
that living in urban areas has a positive relatigmsvith male time poverty. In the case
of the female model, this relationship turns oubéonegative. It shows that males living
in urban areas and females living in rural areas wmuore time poor than their
counterparts. It is largely because of the involeatof rural women in farm activities.

The decision to join the labour market (and the bemnof hours to be supplied) itself depends on a
number of other variables including wage rate. i@ eéxtent that this may introduce endogeneity enpesent
context, the coefficients of the regression modlets include employment status as an explanatorable
should be interpreted with care.

¥ See Tables 5 and 10.
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Table 12
Logistic Regression: The Determinants of Time Pgver
Dependent Variable Time Poor =1
Model 1 Model5  Model 6
(Full Model 2 Model3  Model 4 (Employed (Employed

Sample) (Males) (Females) (Employed) Urban) Rural)

Constant —4.429* —6.525* —6.299* -2.618* -1.853* —2.497*
Age (years) 0.084*  0.056* 0.130* 0.050* 0.010 0.070*
Agé€? —0.001* 0.000*  -0.002* 0.000* 0.000 —0.001*
Gender (male=1) -1.088* - - -1.064* -0.439* -1.375*
Place of Residence (urban=1) 0.094* 0.462* -0.324* 0.119* - -
Employment Status (employed=1) 1.772* 3.557* 1.753* - - -
Marital Status (married=1) 0.706*  0.104 1.187* 0.426* 0.433*  0.386*
Children < 7 Years in the Household

(Yes=1) 0.286* 0.090* 0.458* 0.166* 0.114* 0.183*
Education (below matric=1) 0.392*  0.421* 0.236* 0.375* 0.372*  0.429*
Occupation (service workers, machine

operators/unskilled=1) _ _ — 0.007 0.166* —0.049
Employment Status (unpaid family

helpers=1) - - - 0.097 -0.103 —0.148*
Industry (transport, trade and

manufacturing=1) - - - 0.763* 0.567*  0.857*

Monthly Income (below the minimum _
wage of Rs 7000=1)

- - - 0.208* - -
_ - - - 0.418* - 0.303*
Season (Quarter i—l) _ _ _ 0561% — 0.544*
(Quarter 2=1) - - - 0.141* - 0.044

(Quarter3=1)

37815 18308 19507 15959 5696 10263

N 25513 12371 12144 15550 5938 9572

— 2 log Likelihood

Source:Estimated from the micro-data of Time Use Sunafg7.
*Significant at 5 percent or less legEkignificance.

In order to learn about the relationship betweemetpoverty and labour market
indicators, model 4 has been modified to includéy dhe employed sample. In this
model, age, sex, marital status, education andeptdaesidence have signs similar to
those in model 1. The positive and significant trefeship between time poverty and
working as unskilled labourers, service workers plasht/machine operators in the urban
areas (model 5) shows the hard work of these mamoikers. It has been shown earlier
that these workers, who are mainly males, spetie fitne in ex-SNA activities and work
long hours in the labour market which makes themetipoor. The number of such
workers is perhaps too small in rural areas to ipegufficient variation for meaningful
estimation of their effect. Although working womase relatively less of their time in the
labour market, they take all kinds of responsiieiitat home. This dual burden on the
sampled women contributes to their time povertyeyrare left with relatively little free
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time for personal care and rest. Unpaid family bedare generally rural females why,
definition, receive no income for their work, satfa dummy for this category is likely to
be highly collinear with the income dummy. Droppitite income dummy from the
regression for rural areas (model 6) makes the dygfemunpaid family helpers highly
significant.

The industry, in which a worker is employed, isti@sg correlate of his/her time
poverty. Workers engaged in trade, transport andufa&turing sectors are more time
poor than those engaged in other sectors includgngulture, service and construction.
The monthly income also gives a similar messagewtbrkers in low income groups are
more time poor than the workers in high income gsou

5. CONCLUSIONSAND POLICY IMPLICATIONS

Availability of time use data is relatively a re¢ggshenomenon in Pakistan. This
has allowed us to measure time poverty and looktsatincidence across gender,
occupational groups, industries, regions, and ireolevels. The study also uses
multivariate regression analysis to examine theatimhship between its various
determinants. The results of this study provide esoimportant insights into the
phenomenon of time poverty in Pakistan and leabtoe interesting conclusions.

The first important finding of this study is thatomen spend more time in
committed activities than men whether they are eygal or not. As a result, women are
more time poor than men in both the circumstandesloser look at time use statistics
indicates the reason behind this occurrence. leaygpthat there are certain ex-SNA
activities, such as household maintenance, andfeamhildren, the sick and the elderly,
that are women specific probably due to socio-caltteasons. Women have to perform
these activities irrespective of their employmeatus, while Pakistani men are not usually
involved in them. This substantially increases tinee spent by women in committed
activities. Since men spend little time in ex-SN&idties, they have more time available
for non-SNA activities including leisure and perabecare as compared to women.

The finding that women generally spend more timedmmitted activities and are
more time poor as compared to men has two noteyvamiplications that are likely to
influence school enrolment decision of the femafexording to the human capital theory,
the decision to enrol in school depends, amongr dtiiegs, on the opportunity cost of
education. The monetary value of the hours workdwme is one of the components of this
opportunity cost. Since women work more hours andicas compared to men, their
opportunity cost of getting enrolled in a schodlksly to be higher, making them less likely
to enrol in school. However, a cancelling factosiimultaneously at play. Women are also
more time poor as compared to men because theymand hours at home. Hence, assuming
that time poverty results in reduced labour praditgtand workers are paid in the labour
market according to their marginal productivity, me&n would earn less as compared to men
for working the same hours. Consequently, anotlwenponent of opportunity cost of
education, which consists of the monetary valuthefforgone work in the labour market,
would be smaller for women. This would make thementiely to enroll in school. Thus, the
net effect of women’s time spent in committed aiitis on female school enrolment could
either be positive or negative. However, this issare only be sorted out by further empirical
research that entails generating a single dathgettombines information that is available
separately in time use and labour force surveys.
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The results of this study also indicate that wogkivomen are far more time poor
as compared to not-working women, because timetdpemhem in ex-SNA activities
does not reduce considerably enough to compermatieef extra time they devote to their
job. Moreover, women face a harder trade-off betwagher labour market earnings and
increased time poverty as compared to men. In otvends, while entering the job
market, not only they have to face higher time-ptyvin exchange for reduced monetary
poverty, but also the terms of exchange are mofavonrable for them than for their
male counterparts. This raises the seemingly wmitng issue of whether expanding the
job market for women through economic and nonecananeasures would make them
better off? In the neoclassical framework, the caodf accepting or rejecting the job
offer and number of hours worked will depend on thecision maker's marginal
valuation of leisure as depicted by her prefereranes valuation of time in the labour
market as indicated by the prevailing wage ratesufsing that women have the same
preferences as men, it can be argued on the ba#ie dindings mentioned above that
women have to make more difficult choices in thalrour supply decisions as compared
to men because women have to spend considerabtedimcertain ex-SNA activities
even after joining the labour market.

Among the various categories of employment status,case of female unpaid
family helpers is unique in several respects. Tpuogerty among them is around five-
folds the time poverty among their male counteparhey are more time poor even as
compared to fellow women in other employment staategories. The likely cause of the
high incidence of time poverty among the femalesttie agriculture sector is the
significant presence of unpaid family helpers.. Hpparent reason for the huge gender
gap in time poverty among unpaid family helpershiat female unpaid family helpers
spent a lot more time on ex-SNA activities tharirtheale counterparts.

People in certain professions such as unskilledledkand services sector are
found to be more time poor as compared to peoptehar professions. The same is true
for some industries like trade, manufacturing arehgport. These professions and
industries generally require extended hours fromwlorkers, while offering low wage
rates. This catches the workers in a situation liickvthey are both monetary and time
poor at the same time. The close association o piwverty with low income found in
this study corroborates our conclusion.

In the light of these findings, several policy eaemnerge where we need to focus.
The first thing that needs to be done is to gepeaatareness about a fair distribution of
responsibilities between men and women. If this lsamone, a significant portion of the
gender gap in time poverty is likely to be elimaht

The situation of female unpaid family helpers nemdsiediate attention not only
due to both the magnitude and the gender gap ie pioverty that they are facing, but
also because they are more likely to be monetpolyr. Generally, these are the women
who work along with other family workers in areagls as agriculture and household
help and maintenance. As the name suggests, theptd@ceive any payment for their
work. To fully understand their condition, a moteotough study focusing on this
particular group is needed.

Though participation in the labour market, partcly among women, is not the
only reason for time poverty, the findings of thedy show that working people are
generally more time poor as compared to the nokiwgrpopulation and time poverty is
concentrated in certain occupations and industiibs opens up an opportunity for the
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government to play its part in reducing time poyefthe line of action is to enforce

minimum wage laws to reduce monetary poverty of¢heho are more likely to be time
poor as well and to put mandatory ceiling on woduts in the industries which have
high concentration of time poverty. Eradicationnebnetary poverty in general can also
go a long way in this respect by eliminating thedé¢o work long hours at the lowest
wage rate just to survive. Improving education dss significant potential in this

regard, as high education is found to be associaiixdow time poverty.

Appendix Table 1

Socio-demographic Characteristics of Women

Age Working Not-working
10-14 7.4 17.7
15-19 11.1 13.2
20-24 13.7 12.5
25-29 14.8 12.0
30-34 13.9 10.3
35-39 11.2 8.0
40-44 8.4 6.0
45-49 7.3 5.0
50-54 4.7 3.7
55-59 2.6 3.2
60+ 4.9 8.4
All 100 100
Highest Class Passed

No Formal Education 71.8 54.8
< Primary 5.0 9.3
Primary 5.7 14.2
Middle 2.8 7.9
Matriculation 5.2 7.3
Intermediate 35 3.9
Degree and Above 6.1 2.6
All 1001 00

Source:Calculated from the micro-data of Time Use SunzgQ7.

Appendix Table 2
% Poor among the Employed Sample by Education ami&

Education Both Sexes Male Female
No Formal Education 26.9 18.7 41.1
Below Primary 20.6 19.8 25.6
Primary 21.6 20.7 30.8
Middle 21.8 21.2 32.2
Matriculation 20.7 19.7 30.2
Intermediate 16.1 15.0 23.9
Degree and above 13.6 13.0 16.4
All 22.5 18.9 36.8

Source:Calculated from the micro-data of Time Use SunzgQ7.
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Determinants of Intra-Industry Trade between
Pakistan and Selected SAARC Countries

ADNAN AKRAM and ZAFAR MAHMOOD

This paper analyses country-specific and indugigesic determinants of intra-industry
trade (lIT) between Pakistan and other SAARC caesitusing panel data techniques. This
paper also disentangles total IIT into horizontadl aertical IIT. The Vertical IIT is further
divided into high-quality and low quality IIT. Thizaper finds that country-specific variables
are more important in explaining the IIT relative tndustry-specific variables. The
decomposition of IIT shows that in the SAARC regi®akistan’s IIT is mostly comprised of
the vertical IIT. The share of horizontal IIT israparatively less. The paper offers specific
policy recommendations for the promotion of IITtive SAARC region.

JEL classification'F12, F14, F15
Keywords:IIT, Horizontal 11T, Vertical IIT

1. INTRODUCTION

The Ricardian theory of international trade envésaghat the differential in
technologies across countries determines the matisnal trade pattern. On the other
hand, the theory of factor proportions of HeckseBétin predicts that trade patterns are
determined by the relative factor abundance. Thhkseries thus conclude that trade
takes place between those countries that haver edtifferent factor endowments or
technologies. But over the past few decades, agntoathe predictions of these theories,
the world has increasingly witnessed that countr@sng similar technologies and factor
endowments do trade more among themselves thae thas are dissimilar [Verdoon
(1960) and Balassa (1966)].

Concomitantly, it has been noticed that when ecaesiof-scale are internal to
firms in an industry, both the variety of goods ahd scale of production are generally
constrained by the size of the domestic marketdd@rallows countries to relax such
constrictions. With trade each country specialisea narrower range of products than
under autarky and enables countries to produceerdifit varieties of goods (i.e.,
differentiated products). Thus, with trade a copcan buy goods (varieties) from other
countries that it does not produce itself; as altéts consumers benefit from a bigger

Adnan Akram <adnan@pide.org.pk> is Staff EconomiBgkistan Institute of Development
Economics, Islamabad. Zafar Mahmood <zafarmah@gmoai> is Foreign Professor, Higher Education
Commission (HEC), Pakistan Institute of Developmeodnomics, Islamabad.
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variety and of course lower prices as well. Thadpiction of differentiated products and
demand by domestic consumers for foreign variagies rise to what is known as intra-
industry trade (IIT). Economies-of-scale thus beesman independent reason for
international trade to take place even when coemtrhave similar production
technologies and primary resources [Krugman (1@n@)Lancaster (1980)].

IIT is, thus, referred to a two-way exchange of davithin the same industry
group. Evidently, the IIT share in the total traglmong developed countries is quite
significant and has been secularly rising by about 5 percemuadly. There is a virtual
absence of IIT in trade relations among develop®ti geveloping countries, that rather
observe the inter-industry trade pattern. Someiesufind the presence of IIT in trade
between developing countries [Willmore (1972)].

Since the 1980s, many studies examined the detamsirof [IT with industry and
country characteristics. Krugman (1981) argues ¢ganomies of scale and consumers’
tastes for a diversity of products are the mairemheinants of IIT. Others argue that
country-specific variables such as country size, gapita income, distance and trade
orientation are the important determinants of I8iohe and Lee (1995) and Hummels
and Levinsohn (1993)]. Greenawagt, al. (1995) argue that industry-specific variables,
like scale economies, firm concentration ratio gmaduct differentiation, are the
determinants of IIT. Clark and Stanley (1999) and&Bawayet al. (1999) argue for
both country-specific and industry-specific varebhs the determinants of IIT.

The above eclectic approach reached its climax widh above analysis was
extended to the multi-country/multi-industry anadyssing panel estimation techniques
[Menon, et al. (1999)]. The need for such studies arose as th@ution in information,
communication and transportation technologies ifatéld fragmentation of global
production that provides a sound basis for groviiigat the regional level.

Being fairly similar to each other, SAARC (Southids Association for Regional
Cooperation) countries satisfy the basic requirdméor the conduct of intra-regional
lIT. The share of Pakistan’s exports going to SAAEIntries has been hovering around
5 percent, which is quite low as compared to itd potential. The main reason for this
meagre performance, besides others, is lack ofsfacuregional policies on IIT. The
regional trade share can be enhanced manifold tiysfog more on IIT, as it prompts
technological progress and takes advantage of esesof scale.

Despite the large potential of IIT for trade exgansn the SAARC region, only a
couple of attempts have been made in Pakistantitnas IIT levels for Pakistan’s total
trade [Kemal (2004) and Shahbaz and Leitao (20X%Hhhbaz and Leitao (2010) also
study the determinants of [IT between Pakistan igsiten major trading partners in the
world using country-specific variables.

It is also important to disentangle total IIT irborizontal IIT and vertical IIF.
This is because for each type of IIT the explanateariables are usually different.
Horizontal IIT benefits countries more with simili@ctor endowments by enabling them

For instance, in 2000, IIT was comprised of 86.28cpnt, 85.01 percent and 80.42 percent of total
manufacturing trade of Germany-France, Netherld8mlgium and Luxemburg, France-Belgium and
Luxemburg [Fontagnest al. (2006)].

2 Horizontal IIT is defined as IIT of goods havirgnse qualities (e.g., automobiles of similar class a
price range), whereas vertical IIT is defined & d¢f goods having different qualities (e.g., auttifes of
different brands).
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to utilise economies of scale in production. Spesgtion in vertically differentiated
products may reflect the countries’ comparative aad&ge in those products, their
differences in factor endowments, and high expenelion research and development,
etc. [OECD (2002)]. None of the available Pakisttnidy attempted to disentangle total
IIT into horizontal IIT and vertical [IT. Within ik perspective, this paper attempts to
analyse the trends in IIT and using the panel ediom approach works out country-
specific and industry-specific effects of IIT. Hiyathe paper attempts to disentangle
total IIT into horizontal and vertical lITs.

The rest of the paper is divided into three sestioBection 2 describes the
methodology used in the paper. Estimation problants empirical results are discussed
in Section 3. Finally, Section 4 concludes and rsffgolicy recommendations for the
promotion of IIT in the SAARC region.

2. METHODOLOGY

This paper estimates the determinants of IIT bpagishe gravity model approach.
The gravity model has been extensively used toyamathe impact of regional trade
agreements, currency unions, migration flows, Hricustry trade etc. The following
equation is referred as the core gravity modelst#tes that bilateral trade between
countryi andj is an increasing function of the size of the copitandf measured in
terms of their GDP and decreasing function of tietadce between the two countries.
Thus, countries similar in their relative econorsice or population will trade more with
each other. Tinbergen (1962) proposed the follovgrayity model to analyse the effects
of bilateral trade:

o YnYi

Yt = Dir

a is a constant of proportionality;; is total bilateral trade between home couttgnd
trading partnef, y is economic size of the countries measured ingesffGDP, and;;
represents trade barriers between the countriesselbarriers can be distance, common
language, common currency, colonial links, etc. Modume of trade will be lesser
among countries located farther from each otheritdrlogarithmic form, the gravity
equation can be defined as:

Y = a + B4logy: + Bology, —BilogD; ... N D)

Since its introduction in the international traderbature by Tinbergen (1962) and
its subsequent empirical success, at present, rengty model is a widely used tool to
estimate bilateral trade flows between countridse €ore gravity model (Equation 1) is
augmented by the inclusion of several additionaliabdes like cultural differences,
linguistic differences, exchange rate, border é¢$fetc., that possibly affect a country’s
bilateral trade flows. Following the tradition ofatk and Stanley (1999), Greenaway,
al. (1999) and Turkcan (2005), we also augment the goavity model with two types of
variables, namely, country-specific variables amtlstry-specific variables for analysing
the flows of intra-industry trade of Pakistan WB#AARC countries. The augmented
gravity model is expressed as:
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Yintt = C +log DIST + log AGDR;; + log DPCGDRy; + log DHCAR
+log AEST +10g DVAEST + log DPCAR ¢ .. (2

Yinie: Intra-industry trade flow between home countrgkiBtan)h and trading partndrin
industryj in yeart.

A brief account of the variables described abova their economic relevance in
the analysis are discussed below:

DIST (distance between Pakistan and its trading pagnmmart of entry in nautical
miles): on a priori basis, it can be argued thatléris negatively correlated with the
distance. That is, the farther the trading partnieosn each other, the higher the
transportation cost.

AGDPR,; (average GDP of Pakistan and its trading partneepsesent market
size): the gravity model measures the market siath in terms of GDP and
population. In this paper we use real GDP in 20@ddllar prices. Small economies
without trade have limited ability to avail themee$ of the economies of scale.
Trade increases the size of the market for domdstits and thus allows them to
reap the benefits of economies of scale due toeas®d productivity and reduced
average costs; while consumers enjoy increasecdbtyaof available goods at lower
prices. With free trade, firms producing intermddiagoods also make use of
increasing returns to scale and thereby increasesthle of production and varieties
of intermediate goods [Ethier (1982)]. Thus, a pwsisign is expected on the share
of IIT and the average market size.

DPCGDRy; (absolute difference in GDP per capita betweenidtak and its
trading partner): it is used as a proxy for tasté preferences. Linder (1961) argues that
per capita GDP is a measure of people’s taste eefdrpnces and countries with similar
levels of per capita GDP have similar tastes amdepences, thus they will engage in
more bilateral trade. Countries will trade lessbdateral differences of per capita GDP
escalate. Helpman and Krugman (1985) consider rdiffees in per capita GDP as
differences in capital-to-labour ratio (that meaosuntries have dissimilar factor
endowments). If there are bilateral differencegaictor endowments, then there will be
lesser IIT. Thus, a negative sign is expected betvtbe share of IIT in total international
trade and differences in per capita income.

DHCAP,; (absolute difference of the percentage of poputatidth higher
education between Pakistan and its trading partmex)use the ratio of skilled labour
to unskilled labour as a proxy for human capitall@ament. Krugman and Helpman
(1985) demonstrate that differences in factor endents between any two countries
lead to a decrease in the level of bilateral IIThi&r (1982) argues that skilled
labour, mainly R&D personnel, is the essential adjent for the production of
intermediate goods variety. Therefore, if countriéfer in their factor endowments,
then the scope of IIT reduces. Contrary to thiserfstra and Hanson (1997) show
that a relative increase in the supply of skillabdur in the home country as
compared with the foreign country will increase thsupply of vertically
differentiated goods from home to foreign countmpich leads to an increase in IIT
of intermediate goods. Thus, the expected sign itdtdral inequality in factor
endowments on IIT will be ambiguous.
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The industry specific variables are defined aofed:

AEST« (Average number of establishments at industryllbeeveen Pakistan and
its trading partner): it is used as a proxy fordurat differentiation. The larger the number
of establishments, the greater will be the varigtygoods produced, since every firm
produces only one differentiated product in eqilitn [Krugman (1981)].

DVAESTw (Absolute differences of value added per establesfit at industry
level between Pakistan and its trading partnerjs iised as a proxy for economies of
scale. Economies of scale internal to a firm arasiered as negatively related to
product differentiation. Ethier (1982) argues thi®# economies of scale are a result of
greater division of labour rather than due to laptent size. And IIT in manufactured
goods arises because firms find it profitable ttit $pe production process at different
plants due to the economies of scale achieved ghrdivision of labour. So, small plant
size is positively related to IIT. He expects aateg sign between economies of scale
accrued to a firm due to its large plant size diid On the other hand, Feenstra and
Hanson (1997) argue that vertical specialisatidovwa firms to produce goods at
different plants, so the plant size should be srbatause the different stages of
manufacturing are conducted differently at différgrlants. It means that vertical
specialisation leads to increase in IIT.

DPCAR.: (Absolute difference of physical capital endowmeer worker at
industry level): this variable is included to takéo account the effect of the differences
in factor endowments. Ethier (1982) argues that idTexpected to be negatively
correlated with the differences in the capitalabdur ratio. He assumes the differentiated
intermediate good to be capital intensive, whenstlggply of capital in the home country
rises relative to labour, the number of intermexligbods produced in the home country
will rise and the producers of final goods in theme country will begin to rely on
locally manufactured intermediate goods. Thus, ghare of IIT in intermediate goods
will eventually decline. Feenstra and Hanson (19w that for vertical specialisation,
dissimilarities in the capital to labour ratio been the trading partners is a necessary
condition. Therefore, there is no consensus oweettpected sign of bilateral inequality
in the capital to labour ratio on the share of IIT.

2.1. Empirical Model

In the preceding subsections variables were defaratl their relationships with
IIT were discussed, oa priori basis. This subsection defines the methodolodiyntbthe
empirical evidence on the relationship betweendid the included variables. For this
purpose we investigate the following model:

lITjne = C + log DIST + log AGDRy; + log DPCGDRy;+ log DHCAR
+log AESjl; + log DVAEST + log DPCARy ... .. 3

Equation (3) is similar to Equation (2) except thak is now replaced withITjy in
Equation (3). For this we utilise the measure dgyedl by Grubel and Lloyd (1975):

Zi'\il[(x]jhft + M) _Zi'\i1|xjhft ~M g
Zi'\il(xjhft +M jhft)

HT e = (4)



52 Akram and Mahmood

Where,j = 1...J represents industry groupis= 1...I are products in an industijy f
=1...F are trading partners of Pakistan @nis home country (Pakistan)T,; means
intra-industry trade in théh good of thejth industry between Pakistan and its trading
partnerf in yeart. Equation (4) takes its values between 0 and talBe of O indicates
pure inter-industry trade (no intra-industry trade)d 1 represents pure intra-industry
trade.

2.2. Data and Data Limitations

The data on the number of establishments, valued@d establishment level,
gross fixed capital formation for Bangladesh, India Sri Lanka are taken from United
Nations Industrial Statistics published by Unitedatiins Statistics Division. For
Pakistan, the data on these variables are takem fiee Census of Manufacturing
Industries. The data on GDP, per capita GDP ancadaiin are taken from World
Development Indicators (WDI) published by the WoB@nk. The data on distance
between ports of the home country and the tragartner are taken from the wé&kData
on exports and imports of Pakistan are taken frameign Trade Statistics of Pakistan,
and State Bank of Pakistan External Trade Statistic

The available data on industry-specific variablesia Local Currency Unit of the
respective countries. To make them comparable ggattd all the variables are converted
into the US dollar. All variables are nominal; tlagidy makes them real by using the
GDP deflator.

The latest data on the number of establishmenhse\elded at establishment level
and gross fixed capital formation are availableyofdr the period up to 2000 for
Bangladesh, India, and Sri Lanka. This study usesdtaita for the years: 1990-91, 1995-
96 and 2000-01. The data on most of the varialdesl tnere are not available for other
SAARC countries: Afghanistan, Bhutan, Maldives &Nepal, that is why these countries
are not included in the analysis. Based on thestdata obtained from the foreign trade
statistics of Pakistan, we compute values of Il@ek at the three-digit level of ISIC
(International Standard Industrial Classificati®®vision 3.

2.3. Decompoasition of Intra-industry Trade

To disentangle the totdllT into horizontal and verticdlT, we apply the method
proposed by Greenawagt al. (1995). This method is based on the ratio of thi¢ walue
of exports to the unit value of imports. This methzan be described by the following
formula:

hf,x
1_GSLLJJ\\;ihf,mS1+a or . (5
hf,x hf,x
%sl—a or lLJJ\\;ihfmZ:U-a .. (8
i i

UV™ % is unit value of export in thih industry between home counthy and
foreign countryf,

Swww.e-ships.net/dist.htm
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UV™™ is unit value of imports in the sanith industry between homb, and
foreign countryf, a is the arbitrarily fixed dispersion factor; it moally takes a fixed
value of 0.15. This is because the transportatih feeight costs are normally taken as
15 percent of the value of the product.

If the ratio of the unit value of exports to impolies within the range defined by
Equation (5), then the good is classified under ltbazontal IIT and if this ratio lies
within the range defined by Equation (6) then tbedyis facing vertical IIT. The above
formula is based on the assumption that pricehefgoods reflect their quality. High
priced goods have high quality whereas low pricedgchave low quality.

3. ESTIMATION AND RESULTS'

The data set used in the estimation is a panelsgataaving two dimensions: country
and time, three country pairs and three years:-8390990-95, and 2000-01. The number of
industries differs over the years and across ciegntrThe data for the number of
establishments, gross fixed capital formation, ealle added are reported in SITC-3 for
1990-91 and 1995-96, while data for 2000-01 of shene set of variables are in ISIC
Revision-3 (International Standard Industrial Gfasgtion). To make the data comparable we
convert SITC-3 codes into ISIC-3 codes using theversion method obtained from the
United Nations Industrial Classification Registr0{2). Before going for estimation,
different diagnostic tests are performed on tha datcheck for any econometric problem
present in the data. The four series exhibit tiesgmice of the unit root that is discussed in the
following sub-section. The fixed effects and randeffects estimators are based on the
assumption that the error term is idiosyncratie. (iit is distributed with zero mean and
constant variance). Since in the panel data we bate time-varying and time-invariant
regressors, there always exists a possibility @fctirrelation between the error terms and the
presence of the heteroscedasticity. This leads\derestimation of the error term and over
prediction of the regressors of the model. Fortgbamels, it is possible to get error-corrected
estimates of the model by using the robust commimekefore, the robust command is used
to adjust for the correlation and heteroscedagiitithe STATA programme.

3.1. Evidenceof IIT

The results of Grubel-Lloyd (GL) indices for totamlanufactured goods trade are
presented in Table 1. Estimates indicate thatllaeesof IIT in Pakistan’s total trade with
Bangladesh, India and Sri Lanka is low by intelai standards. These estimates are
consistent with the findings of Kemal (2004).

Table 1
Grubel-Lloyd Indices
(Percent)
Country 1990 1995 2000
Bangladesh 3.1 7.7 19.0
India 13.0 7.4 8.3
Sri Lanka 4.8 5.4 8.4
SAARC 6.9 6.8 11.9

4 STATA software programme is used for estimation.
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The trend in IIT of Pakistan is quite the same vatitth SAARC country. These
shares of IIT in total trade, albeit low, show iging trend over time. Pakistan’s IIT with
Bangladesh was 3.1 percent in 1990 but it increaset9 percent in 2000. With Sri
Lanka, the IIT was 4.8 percent in 1990 that ros®.tb percent in 2000. This shows a
significant change in the pattern of Pakistan'sléravith these countries. With India the
share of IIT was 13 percent in 1990 but declined.tbpercent in 1995. However, it rose
to 8.3 percent in 2000. Pakistan’s share of lIThviitdia is expected to rise further after
the granting of MFN status to India. In sum, desgbme ups and downs at country
levels, the volume of Pakistan-SAARC IIT has insexh from 6.9 percent in 1990 to
11.9 percent in 2000.

3.2. Determinantsof [IT

Industry-specific and country-specific determinaofsliT levels are tested here
using the fixed effects (FE) model. Table 2 repdinast country-specific variables are
statistically significant at 1 percent significandevel, whereas, industry-specific
variables are not very significant in explaining tfeterminants of IIT.

The results reveal that the market size (measuye8lGDP) exerts a positive and
significant impact on IIT. Increase in the marketesdue to trade makes it feasible for
firms to increase their production and benefit frhra economies of scale. The presence
of economies of scale in the production processaesl the average cost of production,
thus making firms competitive in the internatiomadrket. Consequently, with trade-led
increase in profit making opportunities for firnietlIT increases.

Table 2
Fixed Effects (FE) Model Results for Intra-indusimade

Variable Coefficient t-stat
DIST -0.67 -4.83
AGDP 2.39 5.05
DPCGDP -4.38 -5.19
DHCAP 1.88 3.86
AVGE —-0.09 0.91
DPCC 0.13 1.06
DVAD -.015 -0.97
R-Square 12.38

As expected, the distance with trading partnefetsd to be negatively affecting
IIT of Pakistan with selected SAARC countries. kans that with a fall in distance, the
cost of transportation and communication decretsgscauses an increase in 1T.

Differences in per capita GDP (a proxy for consuméastes and preferences)
have negative and statistically significant effentthe level of IIT. This result suggests
that consumers’ tastes and preferences becomendéss{in trading partner countries)
with increase in the differences in per capita mep they start demanding different
goods. If products demanded by consumers are raifable in the region, it leads to a
fall in IIT.
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The bilateral inequality in human capital endowm@HCAP) has statistically
significant and positive effect on the IIT. Thisuét shows that a relative increase in the
supply of skilled labour at home relative to a fgrecountry will increase the vertically
differentiated goods from home to foreign countfhis finding is in line with the
findings of Turkcan (2005), Flam and Helpman (1987)

Regarding the industry-specific variables, the agernumber of establishments
does not turn out to be statistically significantexplaining the IIT. The sign of the
coefficient is opposite to the predictions of thedry. Turkcan (2005) finds similar
results for Turkey.

The variable differences in value added at the strgulevel, a proxy for
economies of scale is negative but is statistigabjgnificant. This implies that plant size
should be reduced to increase the level of IIT.isTmding is against the theoretical
prediction of Krugman (1979) but in line with thempirical finding of Greenawayet al
(1995), that favours production fragmentation toré@mse the number of differentiated
variety, thereby leading to an increase in thellef/dT.

The bilateral differences in the capital-labouriaabetween trading partners
measure the differences in factor endowments. Vaigable has a positive correlation
with IIT, but turns out to be insignificant. The gitive association between DPCC and
the IIT is consistent with Feenstra and Hanson 1).98ho argue that bilateral inequality
in capital-labour ratio is a necessary conditianviertical specialisation.

So far we have discussed the estimates obtainedghrthe FE model. We shall
now examine the RE estimates (Table 3). The RBhtgoe does improve the significant
level and magnitude of the coefficients of all aales relative to the FE model. But it
does not make any of the variables significant e found to be insignificant under the
FE model. The RE model also explains more vamatiothe model relative to the FE
model as indicated by the value of R-square.

Table 3
Random Effects Model (REM) Results for Intra-indu$tade

Variable Coefficient z-stat
DIST -0.58 —-6.15
AGDP 1.94 5.08
DPCGDP -3.52 -4.93
DHCAP 1.56 3.84
AVGE -0.12 -1.38
DPCC 0.14 1.47
DVAD -0.15 -1.06
R-Square 12.59

While choosing between the Fixed Effects (FE) amel Random Effects (RE)
models, the Hausman test is performed. Hausmantsejlee FE model in favour of the
RE model. It is, therefore, concluded that the REnmates are efficient and consistent
relative to those of the FE estimates. This leaslgtouconclude that the level of IIT
between Pakistan and its trading partners in thAF82 region is affected by random
events.
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3.3. Horizontal and Vertical Intra-industry Trade

The pattern of horizontal IIT and vertical IIT fBiakistan and her selected trading
partners in the SAARC region is reported in TableThe table reveals that in the
SAARC region Pakistan’s IIT is mostly comprisedtioé vertical IIT (i.e., 82.50 percent)
and to a lesser extent the horizontal [IT (17.56c@et). The vertical IIT is high among
the countries with greater differences in the lefaékchnology and factor endowments.

The vertical IIT is further decomposed into low tieal IIT (LVIIT) and high
quality vertical IIT (HVIIT). The share of low qual vertical IIT in total IIT is 69.95
percent and that of high quality vertical intraiisty trade is 12.55 percent (Table 4).

Table 4
Percentage Shares of HIIT, LVIIT, and HVIIT in Tidt&: 2005-06
Intra-industry trade Bangladesh India Sri Lanka A
HIT 2.90 9.66 39.94 17.5
LVIT 93.20 85.96 30.68 69.95
HVIIT 3.90 4.38 29.38 12.55

The cross-country analysis of the IIT indicateg thakistan’s share of low quality
vertical IIT (LVIIT) in total IIT is much higher wih Bangladesh (93.20 percent) and
India (85.96 percent) and is low with Sri Lanka .G® percent). This implies that
Pakistan’s IIT with Bangladesh and India is largedynposed of low quality, low priced
products.

The share of high quality vertical IIT (HVIIT) isigher with Sri Lanka (29.38
percent) as compared to Bangladesh (3.9 percedt)ralia (4.38 percent). This trade is
taking place mostly in textile products (HS 6103320S 61169300, and HS 61091000).
The reason for the higher share with Sri Lankahet tPakistan is specialised in the
production of textile products while Sri Lanka istnPakistan exports high quality textile
products to Sri Lanka. The same is not true forigtak’s IIT with Bangladesh and India.
The reason for the low share of HVIIT with Banglakdeand India is that Pakistan,
Bangladesh and India specialise in the productfdmdile products. Besides, all three of
these countries have very restricted trade policiésxtiles.

The share of horizontal IIT in total IIT of Pakietés low as compared with the
vertical IIT. It comes to 17.5 percent of the tdtdl. The cross-country shares reveal that
in the category of horizontal IIT, Sri Lanka is di&ag with 39.94 percent followed by
India with 9.66 percent and Bangladesh with 2.&@et. The relatively lower share of
the horizontal IIT in total IIT indicates that tmegion is trading very little in products
that are similar in quality and price. In sum, ®®&ARC region’s most potential lies in
HVIIT, that of course is small right now. The reg#& countries therefore need to
implement such policies that should enhance theestfaHVIIT in the total IIT.

4. CONCLUSION AND POLICY RECOMMENDATIONS

The focus of this paper has been on analysingréme$ and determinants of the
intra-industry trade of Pakistan with her major S2@ trading partners. Specifically, the
paper examines country-specific and industry-speaiterminants of intra-industry
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trade. The data set used has two dimensions: goantt time, which allowed us to use
the panel data techniques. Panel data techniquebegerformed on using both the
fixed-effects (FE) and random-effects (RE) modélke result of the Hausman test
supported the RE model; that is, the RE estimatsnare efficient than those of the FE
model.

Based on the results of the RE model, this papeclades that country-specific
variables are more relevant in explaining IIT thamustry-specific variables. In
particular, market size is found to be positivedyrelated with IIT. The differences in per
capita GDP between trading partners (i.e., tasted preferences) are negatively
correlated with 1IT. The sign of the variable dista is also as expected, that is large
distance between trading partners reduces bilatierdé. Intra-industry trade is found to
be positively related with bilateral differenceshinman capital confirming the Feenstra
and Hanson (1997) hypothesis that a relative iseréa the supply of skilled labour in
the home country relative to foreign country wiliciease the supply of vertically
differentiated goods from home to foreign countmpich leads to an increase in IIT of
intermediate goods. The paper also finds an inorgashare, albeit low, of IIT in the
total trade of Pakistan with the SAARC countriekeTpaper thus suggests that Pakistan
and its trading partners in the region should makecerted efforts to increase the level
of IIT to enhance and sustain the overall volumehef regional trade and strengthen
regional economic interests. The SAARC countriegehzast potential to expand their
economic relations within the region. The competithature of the SAARC countries is
considered as the major impediment in the way gibreal trade expansion. This obstacle
can be overcome by engaging extensively in thetlthe regional level.

To increase the level of IIT in the SAARC regiong wut forward the following
recommendations:

* Since the distance appears to be a major consiraitite way of increasing
regional trade, therefore regional governments lshpay special attention to
improve not only the conditions of their transpahd communication
infrastructures but also strive to reduce the aafstshipping goods across
borders.

* Manufacturing firms need to allocate more fundsrissearch and development
to develop new and better varieties in the existings of production. This
should help in expanding IIT in the SAARC region.

* Textiles and clothing have a large potential toréase the level of IIT in the
region. Regional countries are currently restrigtirade in textiles and clothing
by using a negative import list and other tarifidamon-tariff measures. It is,
therefore, recommended that in the future tradeotiipns at bilateral or
regional levels, the governments should make effarremove textile products
and clothing from the negative lists and reduceeothade barriers affecting
their textiles and clothing trade.

¢ Vertical IIT has turned out as the major componeithe (total) IIT in the
region. Therefore, in the future the regional goweents should focus on
expanding and promoting the production of high-@ndducts for which the

®Similar proposal was also made in Kemal (2004) Matimood (2012).
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demand exists in the region. This would requireciancentives to develop
and design high-end products.

* Finally, since the size and the share of IIT in 8&ARC region is growing
sharply, therefore, it is advisable for the reglogavernments to encourage
economies-of-scale in production, which is the $asithis kind of international
trade. For this to happen, initially some incergiveay be offered to selected
firms until they attain sufficiently large produmti scale that makes them
competitive regionally as well as internationally.

REFERENCES

Balassa, B. (1966) Tariff Reductions and Trade iankfactures among the Industrial
CountriesThe American Economic Reviéf, 466—-473.

Clark, D. and D. Stanley (1999) Determinants ofrddhdustry Trade between
Developing Countries and the United Statisurnal of Economic Developmepd,
79-92.

Ethier, W. (1982) National and International Retuta Scale in the Modern Theory of
International TradeThe American Economic Revié®, 389-405.

Feenstra, R., H. Gordon, and Hanson (1997) ForBigact Investment and Relative
Wages: Evidence from Mexico’s Maquiladordsurnal of International Economics
42, 371-393.

Flam, H. and E. Helpman (1987) Vertical Productfé&#ntiation and North-South Trade.
The American Economic Reviéw, 810-822.

Fontagne, L., M. Freudenberg, and G. Gaulier (20DBentangling Horizontal and
Vertical Intra-Industry TradeCEPII Research Centre, France. (Working Papers-2005
10).

Fontagne, L., M. Freudenberg, and G. Gaulier (2006ystematic Decomposition of
World Trade into Horizontal and Vertical Intra-lrety Trade.Review of World
Economicsl42, 459-475.

Greenaway, D., C. Milner, and R. Hine (1995) Veatiand Horizontal Intra-Industry
Trade: A Cross Industry Analysis for the United gdlom. The Economic Journal
105, 1505-1518.

Greenaway, D., C. Milner, and R. Elliot (1999) UKtra-Industry Trade with the EU,
North and SouthOxford Bulletin of Economics and Statistés, 365-384.

Grubel, H. and P. Lloyd (1973htra-industry Trade: The Theory and Measurement of
International Trade in Differentiated Productdew York: Wiley.

Helpman, E. and P. R. Krugman (198®)arket Structure and Foreign Trade.
Massachusetts: Wheatsheef Books, Harvester Pré§s, M

Hummels, D. and J. Levinsohn (1993) Monopolisticnpetition and International
Trade: Reconsidering the Evidence. National Burexu Economic Research.
(Working Paper No. 4389).

Kemal, A. R. (2004) Exploring Pakistan’s RegionabBomic Cooperation Potentidlhe
Pakistan Development Revié8:4, 313-334.

Krugman, P. (1979) Increasing Returns, Monopoli€iempetition and International
Trade.Journal of International Economic& 469-479.



Determinants of Intra-Industry Trade 59

Krugman, P. (1981) Intra-Industry Trade and Gaimsnf Trade.Journal of Political
Economy89, 959-973.

Lancaster, K. (1980) Intra-Industry Trade under fé&=r Monopolistic Competition.
Journal of International Economick), 151-175.

Linder, S. (1961)An Essay on Trade and Transformatid®tockholm: Almqvist and
Wicksell.

Mahmood, Z. (2012) Pakistan Conferring MFN Treattmenindia. The Hilal, January
2012.

Menon, J., D. Greenaway, and C. Milner (1999) IndaisStructure and Australia-UK
Intra-Industry TradeThe Economic Record5, 19-27.

OECD (2002) Intra-Industry and Intra-Firm Trade dhd Internalisation of Production.
Organisation for Economic Cooperation and Develagm@®ECD Economic Outlet
71, 159-170.

Shahbaz, Muhammad and Nuno Carlos Leitao (201€-Intlustry Trade: The Pakistan
Experiencelnternational Journal of Applied Economi@s 18-27.

Stone, J. and H. Lee (1995) Determinants of Intichsstry Trade: A Longitudinal, Cross
Country AnalysisWeltwirtschaftliches Archiv&31, 67-85.

Tinbergen, J. (1962The World Economy, Suggestions for an Internatidbednomic
Policy. New York: Twentieth Century Fund.

Turkcan, K. (2005) Determinants of Intra-industmade in Final goods and Intermediate
Goods between Turkey and Selected OECD Counttlemometri ve Istatistik Saly
20-40.

Verdoon, P. (1960) The Intra-Bloc Trade of Benelux.E.A.G. Robinson (ed.The
Economic Consequences of the Size of Natew. York: Macmillan.

Willmore, L. (1972) Free trade in Manufactures Amobeveloping Countries: The
Central American Experiencéeconomic Development and Cultural Change,
659-70.



©The Pakistan Development Review
51:1 (Spring 2012) pp. 61-96

On the Welfare Cost of Inflation:
The Case of Pakistan

SIFFAT MUSHTAQ, ABDUL RASHID, and ABDUL QAYYUM

In this paper, we quantify welfare costs of infhatifor Pakistan for the period 1960-2007
using semi-log and double-log money demand funstidie find that the welfare gain of
moving from positive inflation to zero inflatios Bpproximately the same under both money
demand specifications but the behaviour of the madels is fairly different towards low
interest rates. Moving from zero inflation to zerominal interest rate has a substantial gain
under double-log form compared to the semi-log fienc The compensating variation
approach for the semi-log model gives higher welftoss figures compared to Bailey's
approach. However, the two approaches yield apprately the same welfare cost of inflation
for the double-log specification.

Keywords: Monetary Policy, Inflation, Interest Rate, Welfaests, Money
Demand Functions

1. INTRODUCTION

Inflation generally defined as sustained increaserice levels is viewed as having
widespread implications for an economy on differectounts. It creates several economic
distortions which stifle government's efforts tohewe macroeconomic objectives. In
principle, price stability is considered a necessandition for lessening income fidgets and
disparities. Several studies provide empirical enig that growth declines sharply during a
high inflation crisis [see, for example, Bruno agdsterly (1996)]. Since high inflation
creates uncertainty, distorts investment plans @iatities, and reduces the real return on
financial assets, it discourages savings, and haifeets growth negatively. Moreover, high
inflation adversely affects economic efficiency digtorting market signals. All these costs
are associated with unanticipated inflation andehaceived considerable attention in the
literature. Most of these costs involve transferesburces from one group to another and the
losses and gains tend to offset each other. Howévir widely agreed that most of the
unexpected inflation-related costs can be avoifligdlation is correctly anticipated. Though

Siffat Mushtaq <siffat. mushtag@yahoo.com> is Lemtunternational Institute of Islamic Economics,
International Islamic University, Islamabad. AbdRashid <abdulrashid@iiu.edu.pk> is Lecturer, Ira¢ional
Institute of Islamic Economics, International Islanuniversity, Islamabad. Abdul Qayyum <abdulgayy@m
pide.org.pk> is Joint Director, Pakistan InstitafdDevelopment Economics, Islamabad.



62 Mushtag, Rashid, and Qayyum

inflation, even when fully anticipated, resultdass to society in terms of net loss of valuable
services of real money balances.

Under an inflationary environment, people antiogpatflation and accordingly
adjust the ratio of real balances to income todpportunity cost of holding monéy.
Since, there is no close substitute for real basnand since an unavoidable cost of
holding money is its opportunity cost, i.e., themoal interest rate, the nominal rates
reflect the expected inflation. So, according te Hisher hypothesis, the cost of holding
real balances increases with an increase in aataxpinflation.

Beginning with Bailey (1956), the welfare cost ofiationary finance is treated as
the deadweight loss of inflation tax, which is cadéted by integrating the area under the
money demand curve (Harberger Triangle). Tradificazalyses of welfare costs of
inflation have emphasised that these costs deperldeoform of money demand function
[see, for example, Bailey (1956)]. Models based aorCagan-type semi-logarithmic
demand and double-log money demand functions haemsively been employed in the
literature for calculating the welfare cost of atfbn. The two different types of demand
specifications are very likely to give differentiiesates of welfare cost. This difference
mainly exists due to the behaviour of the two detneurves towards low inflation [see,
for details, Lucas (2000)].

Empirical literature on the welfare cost of infati suggests that money stock
should be defined in the narrowest form represgrtie true liquidity services provided
to society. More precisely, the money stock shamddtaken in its narrow form as
monetary base and M1. In some of the cases M1 ttmdwerstate the welfare cost
because when it is treated as a single aggregateefcy only) welfare integral it runs
from zero to the positive nominal interest rateefdfiore, to accommodate for the interest
bearing demand deposits component of M1, recendiesticalculate welfare costs in the
currency-deposit framework.

Traditional studies on hyperinflation countriesimsted the welfare cost of
inflation against Friedman'’s deflation rate as unlgperinflation the real interest rate
was zero and the deflation rule implied zero inflat However, in applying this method
to a relatively developed country with stable psicend positive real interest rates,
researchers evaluate the welfare cost of positiffation against both zero inflation and
deflation policies. All these issues—the formulatiof a monetary model, definition of
monetary aggregates, and optimal inflation and réste rate policies, are equally
important areas of inquiry.

Empirical studies on inflation in Pakistan have mhaifocused on exploring the
significant derivers of inflation [see, for exampl®ayyum (2006), Khan and
Schimmelpfenning (2006), Kemal (2006) and Khetnal. (2007)]. A general consensus
of these studies is that monetary factors haveeplaydominant role in recent inflation.
Moreover, some of the studies have emphasiseddaleeof SBP in implementing an
independent monetary policy with the objective ti&iaing price stability. The present

Ynflation resulting from this process imposes adaxcash balances and a loss in terms of non-optima
holding of money.

2Distinct role of currency and deposits is emphasiseMarty (1999), Bali (2000), and Simonsen and
Rubens (2001).

®See, for example, Hussain (2005), Mubarik (2006)i Khan and Schimmelpfenning (2006) giving
some threshold levels of inflation.
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authors have not been able to find even a singlysissessing the cost borne by society
due to positive inflation in Pakistan.

Given this background, this paper attempts to cehgmsively investigate the welfare
cost of inflation for Pakistan. Thus, this studydeavours to bridge the gap in empirical
literature on inflation in Pakistan. We use timdesedata over the period 1960 to 2007 for
monetary aggregates, namely, the monetary baseciiency and demand deposits, gross
domestic product (GDP), and nominal interest ratesstimate both semi-log and double log
(aka log-log and log-lin, respectively) money dethdanctions. Our paper is also very
different from the existing literature on money @ function with regard to the estimation
technique used in earlier studfesSpecifically, we employed the autoregressiveritiisted
lag model (ARDL) developed by Pesarahal.(2001) in our empirical estimation. The major
advantage of ARDL modelling is that it does nouiegjany precise identification of the order
of integration of the underlying series. In additio that, this technique is applicable even if
the explanatory variables are endogenous.

After estimating the parameters of the long-run dedn functions for narrow
money, we assess the welfare losses associated diffdrent rates of inflation
guantitatively. By computing and comparing the aedf loss across different money
demand specifications and monetary aggregates wieessl the issue of reducing
inflation to zero and further reducing it to Frieaims deflation rule.

The rest of the paper proceeds as follows. Se@iosviews the literature on the
welfare cost of inflation and money demand funciiofPakistan. Section 3 explains the
theoretical model specifications, describes th@medton technique, discusses the data
used in our analysis, and presents the definitidhevariables included in our empirical
models. Section 4 reports the estimation resultisth@ welfare cost calculations based on
the estimated models, while Section 5 containstimelusions.

2. LITERATURE REVIEW

In this section, we provide a brief review of priempirical studies on the
estimation of welfare cost of inflation. We alsovieav the literature related money
demand functions as the welfare cost of inflatiomc@lly depends on the behaviour of
money demand function.

(a) The Welfare Cost of Inflation

The issue of welfare cost of inflation is addressader both partial equilibrium
(traditional) and general equilibrium (neo-clasBi¢@meworks. Bailey (1956) is the first
to study the welfare implications of public sectoflationary finance. He shows that
open (anticipated) inflation costs members of dgcimore than the revenue, which
accrues to the government. The dead weight losscia$sd with this implicit tax is the
difference between the cost to the money holdedstha transfer to the government.
Inflation acts like an excise tax on money holdamgl the dead weight loss of anticipated
(open) inflation is the welfare cost of inflation.

Reviewing the literature, we find that the neodfz@snon-monetary models have
been extended in three ways to allow for a rolemainey: (i) Money-in-the-Utility

4 See Section 2 on Pakistan-specific literaturenerempirical estimation of money demand functions.
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Function model (MIU), directly yields utility andsitreated like a consumer good
[Sidrauski (1967)], (ii) in the Cash-in-Advance nebdCIA), some transactions require
cash and transactions or illiquidity costs creagendnd for money [Clower (1967);
Kiyotaki and Wright (1989)], and (iii) the Overlaipg Generation model where money is
used for the intertemporal transfer of wealth [Salson (1958)].

The welfare cost of inflation in its magnitude dege on the benchmark inflation
rate. That is, what should be the desirable omugdtrate of inflation? Optimal inflation
rate in some of the studies is taken as zero-iafiatr price stability and in others as the
Friedman’s deflation rate. Bailey (1956) measurinmglfare cost of inflation for
hyperinflation countries uses zero-inflation rate the benchmark, which was also
equivalent to Friedman’s deflation rule becausayiperinflation the real rate of interest
is zero.

However, later studies show that the welfare logsction is lowest when
Friedman’s optimal deflation rule is applied [Frean (1969); Barro (1972) and Lucas
(2000)]. Friedman's deflation rule is based on Ramptimality condition where the
socially efficient level of production of a commubdis the one where marginal cost is
equal to marginal benefit (later being the priceghlef commodity). The marginal cost of
producing money is nearly zero for the monetaryhatity but the social cost is the
nominal interest rate, the opportunity cost of hddcash. To minimise the cost of
holding money, the nominal interest rate shouldbbeught to zero, which requires
deflation equal to the real interest rate.

The traditional partial equilibrium model does nake into account the fact that
the receipts from inflation tax can be used for pheduction of government capital and
can contribute to economic growth. This aspechfidfionary finance was developed by
Mundell (1965) and was later extended in Marty (L)% the welfare costs of inflation
context. Marty (1967) using Cagan’'s and Mundell’'sn@y demand specifications for
Hungary shows that the traditional measure of welfa close to the measure of welfare
cost in the model where inflation induces growtheTelfare cost of 10 percent inflation
is 0.1 percent of income and 15.84 percent of gowent budget.

Welfare cost estimates of Bailey (1956) and Mart@67) are based on the
average cost of revenue collection through monegtwn but Tower (1971) measures it
as a marginal cost. Specifically in Tower (197d),d hypothetical economy, “Sylvania”,
the average and marginal costs are compared. Thefanflation at which the average
cost of inflationary finance is 7 percent corregmto the marginal cost of 15 percent.

Anticipated inflation raises the transaction coats the individuals raise the
frequency of transactions which results in incrdaselocity of money [Bailey (1956)].
However, another cost of inflation arises when vidlials facing high inflation employ
alternative payments media with higher transactiosts. Barro (1972) is the first to
identify the role of substitute transaction mediging the partial equilibrium model for
Hungary, the welfare costs of high, hyperinflatiand unstable hyperinflation are
calibrated. He finds that the welfare cost of 2ebgent monthly inflation rate is between
3-75 percent. He also shows that welfare cost as@e sharply for the inflation rate
above 5 percent per month.

Fisher (1981) studies the distortionary costs ofiemnate inflation and applies the
partial equilibrium analysis to the US economy. Melfare loss is measured by the
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consumer surplus measure that incorporates theuptiod and taxation through portfolio
choice decision. Using high-powered money as theataoy asset, the welfare loss of 10
percent inflation is estimated to be about 0.3 @erof GNP. Using Bailey’'s (1956)
consumer surplus formula, Lucas (1981) calculatetfare cost of inflation for the US,
defining money as M1. The welfare gain is estimatetie 0.45 percent of GNP as the
economy moves from 10 percent inflation to zertatign.

Cooley and Hansen (1989) estimate the costs otipated inflation in a real
business model where money demand arises frominastivance (CIA) constraint. In
this model, anticipated inflation operates as tidla tax on activities involving cash
(consumption) and individuals tend to substituter-nash activities (leisure) for cash
activities. The welfare cost is measured as a temuin consumption as a percentage to
GNP. Using quarterly data of US over the periodnfrd955:3 to 1984:1 for
macroeconomic aggregates and using parameters avbenbnomic data studies, the
model is calibrated. The simulation results shoet tihe estimates of welfare loss are
sensitive to the definition of money balances amdhe length of time households are
constrained to hold cash. For a moderate annuatior rate of 10 percent, the welfare
loss is about 0.39 percent of GNP where moneykisntaas M1 and the individual holds
cash for one quarter. But this cost is substagti@diuced to 0.1 percent for the monetary
base and further when the individual is constrateeldold cash for one month.

Extending Cooley and Hansen (1989) CIA model, thgenue and welfare
implications of different taxes are analysed in IBgoand Hansen (1991). Using
calibration and simulation techniques they showt tha presence of distortionary taxes
(taxes on capital and labour) doubles the welfargt of a given steady-state inflation
policy. A permanent zero-inflation policy with othdistortionary taxes held at their
benchmark level improves welfare by 0.33 percenGofP. In another type of zero-
inflation policy that is assumed to be permanemig avhere the lost revenue from
inflation tax is replaced by raising distortiondaxes, the welfare cost is higher than the
original policy with 5 percent inflation. Moreovea,temporary reduction of inflation rate
to zero makes the economy worse-off due to intemptaral substitutions.

Cooley and Hansen (1989) measure the welfare colrithe assumption of cash
only economy. However, in Cooley and Hansen (1981 availability of costless credit
is taken into account. Gillman (1993) introducimg BBaumol (1952) exchange margin
allows the consumer to decide to purchase goodscésh or credit with further
assumption of costly credit. Consumers, while mgldardecision, weigh the time cost of
credit against the opportunity cost of cash. Therast rate elasticity and welfare loss
from a costly credit set-up is compared with theheanly and costless credit economies.
Using US average annual data from 1948 to 1988attikors show that both interest
elasticity and welfare cost in costly credit ecomsrare greater than the cash-only and
costless credit settings. The cost associated Witpercent inflation is 2.19 percent of
income compared to 0.58 percent and 0.10 percentdsh-only and costless credit
economies respectively.

Eckstein and Leiderman (1992) in addition to Cagami-log model use
Sidrauski-type money-in-utility (MIU) model to stydseigniorage implications and
welfare cost of inflation for Israel. The paramsetef the intertemporal MIU model are
estimated by using Generalised Methods of Mome@tdN]), on quarterly data from
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1970:1 to 1988:lll. The simulation results show tthiaflation rate of 10 percent has
welfare loss of about 1 percent of GNP. The degifegsk aversion is identified as an
important determinant of welfare cost and lossoefdr inflation rates predicted by the
inter-temporal model which is higher than that oldted from the Cagan-type model.
The welfare cost estimates from the inter-tempomadiel are more reliable as it produced
national income ratios and seigniorage ratios nulaer to the actual values.

Lopez (2000) following Eckstein and Leiderman (199&er-temporal model
studies the seigniorage behaviour and welfare cpresees of different inflation rates in
Columbia. For the period 1977:1l to 1997:1V the graeters of the model are estimated
using GMM. Welfare loss due to increase in inflatitoom 5 percent to 20 percent is 2.3
percent of GDP, and 1 percent of GDP when inflatimareases from 10 percent to 20
percent. Eckstein and Leiderman’s (1992) model witine modifications is employed in
Samimi and Omran (2005) to study the consumpti@hraoney demand behaviour from
inter-temporal choice. The welfare cost of inflatis calculated using annual data from
1970 to 2000 for Iran. Welfare cost is found topasitively related to the inflation rate.
While the welfare cost of 10 percent inflation4spercent of GDP, the cost is 4.37
percent of GDP for an inflation rate of 50 percent.

Several studies, including Bailey (1956), Wolmar®q91), and Eckstein and
Leiderman (1992), have pointed out that the esdmaf welfare cost depend largely on
the money demand specification. Lucas (1994, 2@3@ijnates the double log money
demand function in explaining the actual scattet gthan the semi-log functional form
for the period 1900-1994. Bailey’s consumer’s susdormulae are derived and used to
compute the welfare cost of inflation for both sdag and log-log money demand
functions. Based on the log-log demand curve, tetfare gain from moving from 3
percent to zero interest rate is about 0.01 peroénteal GDP, while for semi-log
estimates it is less than 0.001 percent.

Simonsen and Rubens (2001) theoretically extendechd (2000) transactions
technology model to allow for the interest bearasgets. Simonsen and Rubens (2001)
reach the conclusion that with interest earninge@sincluded, the upper bound lies
between Bailey’s consumer surplus measure and Luweaasure of welfare cost. Bali
(2000) using different monetary aggregates caledlatelfare cost using two approaches,
Bailey’s welfare cost measure and the compensatinigtion approach. Error correction
and partial adjustment models are applied to flrellong interest elasticities and semi-
elasticities. For the quarterly data ranging fro@b7:1 to 1997:ll, the empirical results
show that constant elasticity demand function aately fits the actual US data. The loss
to welfare associated with 4 percent inflation &gtrout to be 0.29 percent of income
(benchmark to be zero nominal interest rate) amdviklfare gain in moving from 4
percent to zero inflation is 0.11 percent of incowith currency-deposit specification,
while welfare cost is around 0.18 percent of GDRewimonetary base is used whereas
with M1 the loss is much higher than the earlien tases (approximately 0.55 percent of
GDP).

Serletis and Yavari (2003) calculate and compagewtblfare cost of inflation for
two North American economies, namely Canada andUhiged States, for the period
1948 to 2000. Following Lucas (2000), they assumeomstant interest elasticity of
money demand function. They show 0.22 interest etsticity for Canada, while 0.21
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for the USA, much lower than 0.5 assumed by Lu@89@). Welfare cost is measured

using the traditional Bailey's approach and Lugashpensating variation approach. The
welfare gain of interest rate reduction from 14ceet to 3 percent (consistent with zero
inflation) for the US is equivalent to 0.45 percémtrease in income. Reducing the
nominal interest rate further to the optimal déflatrate yields an increase in income by
0.18 percent. For Canada, the distortionary castsrarginally lower, reducing the rate

of interest from 14 percent to 3 percent incrediseseal income by 0.35 percent, and by
further reducing to Friedman’s zero nominal interase rule it resulted in a gain of 0.15

percent of real income.

Serletis and Yavari (2005) estimate the welfaret cofs inflation for Italy.
Estimating a long-horizon regression, they findt tinéerest elasticity is 0.26. Using the
same approaches of calculating welfare cost odtiiofh as in Serletis and Yavari (2003),
they show that lowering the interest rate from ®4cpnt to 3 percent yield a benefit of
about 0.4 percent of income. The same analysis extended in Serletis and Yavari
(2007) to calculate the direct cost of inflatiorr feeven European countries, Ireland,
Australia, Italy, Netherlands, France, Germany, Betjium. The welfare cost estimates
of these countries showed that the cost is not lggmeous across these countries and is
related to the size of the economy. The welfast e@s lower for Germany and France
than for the smaller economies.

The welfare costs of anticipated inflation are digtortions in the money demand
brought about by the positive nominal interest sxtdhe major emphasis of studies after
Lucas (2000) is first to check for the proper modeynand specification. Ireland (2007)
finds that Cagan-type semi-log money demand functioa better description of post
1980 US data. For the quarterly data from 198001062 the semi-elasticity is estimated
to be 1.79 and the welfare cost of inflation is m&ad using consumer’'s surplus
approach of calculating the area under the moneyadd curve. For a 2 percent inflation
rate the welfare cost is 0.04 percent of income @22 percent of income for the 10
percent inflation rate. Price stability is takes @ benchmark instead of Friedman’s
optimal deflation policy.

Gupta and Uwilingiye (2008) measure the welfaret afsinflation for South
Africa. The double log and semi-log money demandcfions are estimated using
Johansen’s cointegration method and the long-horiagression method. The study
apart from estimating the proper money demand foncanalyses whether time
aggregation affects the long-run nature of relaiom or not. Interest elasticity and semi-
elasticity estimates are used to measure the welfast of inflation using Bailey’'s
traditional approach and Lucas’ compensating vianaapproach. The estimation results
show that for the period 1965:11 to 2007:1, comghte the cointegration technique, the
long-horizon approach gives a more consistent lumg-relationship and welfare
estimates under the two-time aggregation sampliethaus. The welfare cost of target
inflation band of 3 to 6 percent lies between (a8 0.41 percent of income.

In sum, the review of literature shows that thefarel cost of inflation has found
its initial application in hyperinflation countriesn Bailey (1956), Marty (1967) and
Barro (1972), and in many other studies, the welfeost is measured mainly for the
developed countries with stable inflation like th8 and now it is extended to European
countries and South Africa. This issue also neexsd addressed for developing
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countries where inflation rate is primarily detened by money supply. For policy-
makers to conduct an effective monetary policys itmportant to estimate the welfare
cost of inflation based on a stable estimated malsyand function. As far as we know,
this article is one of the first to calculate thelfare cost of inflation in Pakistan.

Second, there is also a transition from partialildgium analysis to general
equilibrium analysis to calculate the welfare catinflation. To provide general
equilibrium rationale for holding money, we willaishe Money-in-the-Utility Function
model. Other general equilibrium models like Casthtlvance and transaction time
technology models are relatively more sophisticapgroaches but we cannot apply
these due to two main reasons. First, the underlggsumptions of the models regarding
distinction among the cash and credit goods do semm effective in developing
countries’ market environment. Secondly, the stweimploying the CIA constraint in the
Real Business Cycle (RBC) model use the calibragehnique, which makes use of the
results of studies using microeconomic data. Fostnod the developing countries in
general and specifically for Pakistan the data on-durable (cash) goods and durable
(credit) goods are not available. Similarly, thepant of inflation on marginal decisions
like working hours, capital accumulation and invesht decisions at micro level have
not been addressed for Pakistan.

(b) Pakistan-Specific Empirical Money Demand Studis: A Review

Welfare cost estimates are highly sensitive tosjmecification of money demand
function. In this section we, therefore, provideeasiew of recent developments on this
issue in Pakistan. From a theoretical prospectifie, main determinants of money
demand are the opportunity cost variables and tiade svariable proxied by income.
Mangla (1979) was the first who tested the empiricgidity of these variables for
Pakistan. In particular, using both GNP and permarecome as proxies for scale
variables and both annual yield on government bamtiscall money rate as a proxy for
the opportunity cost of holding money, Mangla estied the real and money demand for
M1 over the period from 1958-1971. He found that thcome elasticity of nominal
demand for money was significantly greater than ame interest elasticity ranged from
—0.04 to -0.16 for call money rate, while for thenlls’ yield it ranged from —0.31 to
—0.96. He shows that while the income elasticitgrisater than one, the interest elasticity
turns out to be low, —0.02 to 0.02, for call momate and positive for bonds’ yield.

Khan (1980) estimates the demand for money andoedahces by defining money
as M1 and M2 for the period 1960 to 1978. The naljective of his study was to
identify the correct scale variable—current or panent income—for money demand
function. Applying the ordinary least squares (Olt&83thod, he finds that the income
elasticity for both nominal and real money demauntfions is significantly greater than
one, implying diseconomies of scale. He furtheruaggthat both permanent and current
income give approximately similar results, lendimgsuperiority to one measure over the
other. For nominal money demand functions (M1 ar),Mhe reports that the interest
elasticity is insignificant but for real money demdat has the expected negative sign.

Similar analysis of finding appropriate scale apgartunity cost variables for the
money demand function was carried out in Khan ()98Be scale variables were taken
to be permanent income and measured income, wiglepportunity cost variables were
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the interest rate (call money rate, interest oretaeposits) and the expected and actual
inflation rates. Using the Cochrane-Orcutt techaithe demand functions of M1 and M2
were estimated for six Asian developing countrieakfstan, India, Malaysia, Thailand,
Sri Lanka, and Korea) for the period 1960 to 196 Pakistan with M1 definition of
money, he finds that there is no difference betwpemmanent and measured income
elasticities. His estimates provide evidence tihabine elasticity is greater than one,
representing diseconomies of scale. Money demasigjmsficantly explained by interest
on time deposits and interest elasticity rangednfred.42 to —0.44. For broader money
(M2), he reports that the income elasticity isagee than for M1, and interest elasticity
ranges from —0.37 to —0.39. For Pakistan, inflagowal expected inflation tend to affect
money demand but the magnitude (—0.05) is much tiees the coefficient of interest
rate. Khan (1982) also reaches the same conclasiom Khan (1980) that interest rate is
the proper opportunity cost variable in money deai@mction.

Nisar and Aslam (1983) estimate the term strucbfitime deposits and substitute
the parameters in the money demand function, usatg over the period from 1960 to
1979. They find that the coefficient of term sturet for both M1 and M2 monetary
aggregates is negative and has a smaller magnfardéhe M2 definition of money
ranging from —0.51 to —0.73. They also show thatetideposits are positively related to
interest rate (representing own rate of return)enghs interest rate has a negative effect
on currency; so, overall, the magnitude of interdasticity is low for M2 due to the
inclusion of time deposits. Consistent with Khar®g§2), they conclude that money
demand is elastic with respect to the scale vagjahile the coefficient of inflation rate
bears a positive sign and is statistically not iicgnt. Secondly, the study compares the
stability of money demand function estimated byngsterm structure against the
conventional money demand function with simple agerinterest rate (call money rate).
The covariance analysis shows that the term streichoney demand function remained
stable while the conventional function does nosphs stability test.

Developing countries like Pakistan lack sophisédafinancial systems. Here
currency constitutes a large proportion of totalnetary assets. Qayyum (1994) using
data from 1962:1 to 1985:1 estimates the long-demand for currency holding. He
shows that currency demand is determined by irtea¢s defined as bonds rate, the rate
of inflation and income. With the coefficient ofcimme at approximate unity, the money-
income proportionality hypothesis is tested. Furthge argues that money-income
proportionality holds and imposing this restrictidhe steady state demand for currency
turns out to be related to inflation and the borate. The coefficients of inflation and
interest are negative and significant showing featple can substitute between currency
and real goods, and also between currency andcielaassets.

Hossain (1994) estimates the money demand for thattreal narrow (M1) and
broad money (M2) balances for the two sub-periagging from 1951 to 1991 and 1972
to 1991. The double log specification of money dedhéunction is used with income,
interest rate (government bond vyield, call moneye)aand inflation rate as the
explanatory variables. The results for the samggod from 1972 to 1991 are more
encouraging where the income elasticity for broashay is around unity and about 0.86
for the narrow money. Interest elasticity in abselterms is greater for narrow money
(-0.54) than for M2 (-0.05). The results for bokie tsample periods show that real
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money balances are not cointegrated with the inflatate and that the narrow money
demand is more stable than the broad money denugatidn.

The financial sector reforms of the 1980s increakednterest in money demand
function. Khan (1994) and Tarig and Matthews (199Westigated the impact of
financial liberalisation on money demand. In parttie, Khan (1994) examines the effect
of these reforms on the stability of money demdrtte Engle-Granger two-step method
of cointegration is used to estimate the money daehfanction using quarterly data
starting from 1971:1ll to 1993:ll. The results obistegration analysis for double-log
money (nominal M1 and M2) demand function show thenand for broader money is
determined by real income, nominal interest ratenetlium term maturity real interest
rates, and the inflation rate. The cointegratiolatienship holds for all the arguments
except short-term and medium-term nominal intereges in the context of M1
definition.

The second study on the effects of financial reforenTariq and Matthews (1997)
that investigated the impact of deregulation ondbénition of monetary aggregates. In
this study divisia monetary aggregates are comptresimple monetary aggregates in
order to find the stable money demand function. Toaventional money demand
function is estimated with the scale and opporjuoitst variable and the opportunity cost
is taken as differential of interest on an altarsatisset and own rate of return on the
given monetary aggregate. Cointegration analysevshthat demand for all the four
monetary aggregates, M1, M2, Divisia M1 and DiviM2 is positively related to the
scale variable and negatively to the opportunitst e@riable. Income elasticity is seen to
be greater than unity implying that velocity hadezreasing trend. The error correction
model (ECM) is used to estimate the short-run dyinanmoney demand function, which
shows that all the four monetary aggregates arallyggood in explaining the money
demand function and there is no superiority of slaviaggregates over the simple-sum
monetary aggregates.

There is a difference between the money demandvimmiraof household and
business sectors in studies relating to sectoralepnaemand in developed countries. Its
first application in Pakistan is Qayyum (2000) wdtadies the demand for money by the
business sector. Owing to the difference in theabighur of business sector, the total sale
is taken as the scale variable instead of incongestbws that the long-run demand for
M1 is determined by sales and inflation rate. Thlestransactions elasticity of business
sector’'s demand for real balances is unitary. énltimg run the demand for money is not
determined by the interest rate, but the shortdynamic ECM shows that money
demand is determined by changes in the return vimgaeposits, changes in inflation
rate, and movements in the previous money holding.

Qayyum (2001) estimates the money demand functiaggregate level and for
both the household and business sectors usingeglyadiaita from 1959:111 to 1985:1I. He
finds that all the three money demand functionssaresitive to income, inflation rate and
interest rate. He concludes that bonds rate isr¢levant opportunity cost variable in
aggregate and household money demand functions. tik@rbusiness sector, the
appropriate interest rate representing opportuodgt is the rate of interest on bank
advances. The money-scale variable proportiondliaids in all the money demand
functions. The scale variable is defined as incoea¢/GDP for the aggregate and
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household money demand function while for the bessnsector it is real sales. The
business sector demand for real balances is egpldiy own rate of return and the
inflation rate. The money-sales proportionalitysisown to hold in the long run. The
results from ECM show that in the short run intereste is an important variable
determining the aggregate demand for real balaacddiquidity demand of the business
sector.

Another study by Qayyum (2005) estimates the denfianbroader money M2 at
the aggregate level for the annual data from 1@6Q999. This study reaches similar
conclusion as Qayyum (2001) that the major deteantsyof money demand are own rate
of return (call money rate) and opportunity costalales (inflation rate and government
bond yield) and income. However, the magnitude adfficients is high for both the
interest rates.

Using annual data from 1972 to 2005, Husseiral. (2006) estimated the demand
for money; money is defined as monetary base, MILM2. The study finds that there is
no cointegration and unit root in the data serlé®my model the demand for all the three
monetary aggregates as a function of the real GifRation rate, financial innovation
and the interest rate on time deposits. They firad the long run income elasticity ranges
from 0.74 to 0.779 and interest elasticity rangesnf—0.344 to —0.464. Of all the three
definitions of money M2 is found to better expldie long-run stable money demand
function.

Ahmad,et al. (2007) estimate the long-run money demand funai&ing the error
correction model. The conventional money demandtfan with income and call money
rate is estimated for the period 1953 to 2003. fBisellts show that both the arguments of
money demand function have theoretically the corsggns for M1 and interest semi-
elasticity is —0.012. The interest rate coefficienpositive and insignificant for real M2.
For both narrow money M1 and broad money M2 theagencome proportionality does
not hold.

In this study we want to calculate the welfare coftinflation based on the
estimated parameters of a stable money demandduandthe studies on welfare cost of
inflation suggest that we have to define moneyhamnarrowest form, like monetary base
or M1 so that the interest rate is the opportundgt of holding money. Estimating the
demand for broader monetary aggregate (M2) is elevant for our analysis because it
includes some interest bearing assets; the inteoesticient in most of the studies turned
out to be positive or insignificant showing thateirest rate is own rate of return rather
than an opportunity cost variable for M2.

The welfare cost is a steady state analysis forclvhihe money-income
proportionality is assumed to hold. Following tleeial welfare loss of inflation analysis
we need to (newly) re-estimate the money demandtifum taking the ratio of money
balances to income (scale variable) as the depémaeiable with a single argument—
the nominal interest rate. We estimate demand ifumetdefining money as monetary
base, narrow money M1 and disintegrating M1 in® gbnstituent components and
estimate the demand functions of demand depositamdncy.

®Hussain (1994) argues that narrow money demandakisfn is more stable than broad money
demand.
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3. ESTIMATION METHODS

Following Bali (2000), we estimate the currency-olep model to analyse the
welfare cost of inflation in Pakistan. The ratiahyabf employing the currency-deposit
model is that both currency and deposits have réiffeopportunity costs. The implicit
cost of holding currency is the nominal intera¥t fhile that of demand deposit is the
difference between the nominal interest rajeafid the interest on depositg).( The
studies that lump both the currency and demanddispmgether as non-interest bearing
assets are likely to overstate the true cost détioh [see, for details, Lucas (1994,
2000)]. Another advantage of this disintegratecetagsodel is that the single monetary
asset models are the nested models of this broacidel.

When estimating the model, we ignore uncertainty labour-choice, focusing on
the implications of the model for money demand &ne welfare cost of inflation.
Further, we assume that the representative housetaslves utility from consumption
good €) and flow of services from the real money balartb@s$ consist of currencyr)
and demand depositd). In particular, the utility function takes the folling form:

tio(1+p)—1u(nq,q,olt) STV o)

wherep is the subjective rate of time preference. In Eaguma(1l), the utility function is
assumed to be increasing in all the three argumstiistly concave and continuously
differentiable. The economy-wide budget constrafrthe household sector, in real units,
is given by

(1+ T[t+1)m[+1 + (1+ Trt+1)dt+l + kt+:|_ + (1+ rt+1) _1b[+1 =m + dt (1+id (t))

+k L-3) +Dy + f(k)—c +h . (2

The budget constraint indicates that a househatdti@amsfer resources from one
period to the next by holding real money stock &iimgy of non-interest bearing real
currency (n), interest bearing real demand depodits ponds K,), and physical capital

(k). Given the current incomék), its assets and any net transféx) (from the
government sector, the household allocates itaurees among current consumptiay) (

and savings (left side of Equation (2)). The red rof return on bond+r,,,) is equal
to A+ii4,)/@A+Ty,y), wherej,,, denotes the nominal return on bonds held ftamt+1,

whereas(l+iy) is the return on demand deposits.

A household maximises its utility Equation (1) sdij to budget constraint
Equation (2). Solving the optimisation problem faro periods,t andt-1, yields the
following first-order Euler equations:

Un(@,m.dh) _ _ (1+r) .
U (G0 = 1+(1+p)(1+Tl})z—51+p =h .. R )]

~—

Ug (C.mud) _ o (L+ 1
LG M) 1(1+|d)+(1+p)(1+rrt)(1+p

):it—id(t) @
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Euler Equations (3) and (4) indicate that the nmalgrate of substitution between
money and consumption and between deposits androptien is equal to the opportunity
costs of respective assets. These first order Eugjeations are the implicit form of asset
demand functions, which can be estimated by asgusoime specific form of utility function.

In order to derive the implications of the model ¥eelfare costs of inflation using
the Lucas compensation variation approach, theviatlg CES isoelastic utility function
is used:

{[yl/e ©-1)/8 y;L/e (6-1)/ +yleq e 1)/9]9/(9 1)}
ule,,m, d;) = T G

1-=
o

wheref >0 is the elasticity of inter-temporal substitutioBubstituting the marginal
utilities from Equation (5) into Euler Equations)(&8nd (4) gives the following real
currency and real deposit demand functions:

=| Yz |- .. (6
(2} :

1
(¥ )i Zion°
[yljot HOR

The steady state analysis of welfare cost of iiftatequires that the proportion of
income held as cash, should be independent torthetly in real income. This implies
that velocity remains constahtUnder the steady state we write the money demand
function as the ratio of real money balances toréa scale variable. It further requires
that both currency and demand deposits have the gaerest elasticitie®). It may be
recalled that the cost of holding money defineddamand deposits, is the disparity
between the yield on other asseity 4nd interest on depositg)(when the banks are
operating at zero profit conditioiy = (1 —p)i;, wherep is the reserve ratio. The zero
profit condition implies that the opportunity cast holding deposits isi(— ig) = i.
Below, Equation (7) presents the demand functiordémand deposits.

d, Bj(wt) G .

Selocity becomes function of the interest rate énig transformed to money demand function,
which is integrated under Bailey's approach togetfare cost as a proportion of scale variable.

e d)= (2525 )6 -0+ (2l -0+ (2 e )

m[ ¢1/a l/acy/a dt - (pllﬁ( —I (t)) 1/8 y/B

wherey/a andy/p are the scale elasticities of demand for realenny and real deposits andvldnd1p
are elasticities of currency and deposits with eespio their respective opportunity costs. Unitacgle
elasticities require that = =y must hold, which implies that the assets demamdtfons have same
opportunity cost elasticities.
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For the single monetary asset the utility function money-in-utility (MIU)
framework takes the form as:

§(1+p)‘1U(m,ct,)

Solving the optimisation problem with changing th&lget constraint without the
role of demand deposits gives the money demandtitmequivalent to the currency
demand function presented in Equation (6).

3.1. Money Demand Specification

To compute the welfare cost function we estimatth tthe double log and semi-
log money demand functions.

3.1.1. Double-log Money Demand Function

To calculate the welfare cost of inflation we arterested specifically in the effect
of opportunity cost (hominal interest rate) on mpr®lding. The demand for real
balances is given by

(M?tt]: L(ii, v1)

where the left side in the above equation is #i#rof money stock to price level
showing the demand for real balances as functiamoafinal interest ratg, andy, is the
real income. In the long-run, the liquidity deméndction takes the following form.

LG, y)=m@)y - .. (8

Equation (8) indicates that money demand is prapoal to income. It is
evident that the estimates of the income elastioftynoney demand (i.e., M1, M2
and currency) obtained for Pakistan tend to be rdounity [Qayyum (1994, 2000,
2001, 2005)]. Therefore, the unitary scale (incomkgsticity restriction is imposed
which enables us to estimate the money demand iiméin(i)) defined as the ratio
of real money balances to real income with the Igingrgument defined as the
opportunity cost of holding money.

m/y =m(i) 9

Equations (6) and (7) are in the form of (8) andding by the scale variable can
be converted into the final form of demand functiequired for the analysis of welfare

e
e
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These equations take the form of Equation (9) ardbe written in the following
double log form:

mfi)=e®i™ .. .. (10)

d(ui)=e2(ui) .. (11)

where the dependent variables are taken as ratgcdte variable and welfare cost is
expressed as the percentage of GDP.

3.1.2.Semi-log Money Demand Function

The standard utility functions mostly yield doulbbetr money demand function,
but the semi-log models have gained great appdicatin money demand literature for its
seigniorage implications. A number of studies,hsas Lucas (2000), Bali (2000) and
Gupta and Uwilingiye (2008), have estimated both diouble log and semi-log money
demand functions and compared welfare costs asedcigith both the specifications.
Following these studies, we also estimate the $eghnimoney demand function along
with the log-linear function and judge the sendijiwf the estimated welfare cost for the
two models towards low interest rates.

To compare the semi-log model with the derived deubg currency-deposit
model we restrict both currency and demand depdsitsave the same interest semi-
elasticity. The demand functions for currency andpakits under the semi-log
specification are given as follow:

m(i)=g® .. (12)

di)=e®nut .. (13)

After estimating the steady state money demandtifume the welfare cost will be
computed using both Bailey’s and Lucas’ measuregetfare cost. What follows below,
is a brief discussion of these welfare cost measure

3.2. Welfare Cost of Inflation and Money Demand Foction

3.2.1. Bailey’s Consumer Surplus Approach

The first attempt to measure the welfare cost ¢itgated inflation is credited to
Bailey (1956) wherein the nominal interest ratéhis opportunity cost of holding money.
The inflationary finance/anticipated inflation igoése tax on real cash holding; and the
welfare cost is the loss in consumer surplus amddasured as the area under the money
demand curve. Changes in inflation rate are rel&techanges in nominal interest rate
through the Fisher hypothesis that holds for PakigHassan (1999)]. Thus, the welfare
cost is measured as the loss in consumer surplusongpensated by total revenue. This
can be described as follows:

m(0) r
w(r)= [ w(x)dx=] m{x)dx-rm(r) . (14)
m( 0

r)
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wherem(r) is money demand function angi(x) is the inverse demand functiom is

defined as ratio of money to income, the welfanecfion w is the function of income;
therefore, welfare loss is defined as proportiorirafome.

3.2.1.1.Welfare Cost of Inflation for Semi-log Money Dergh&unction

Bailey (1956), Marty (1967), Friedman (1969) andw€o (1971) have used the
Cagan semi-log money demand function. All thesdistiwere based on hyperinflation
economies, and welfare gain for this specificatbtmmes largely by moving from high
interest to low interest rates, while for the ietdrrate approaching zero, the solution is
trivial.

(a) Single Monetary Asset Model

When monetary stock is taken to be monetary badélo(single monetary asset
model) the semi-log money demand function is giaerollows:

m(r) =%~
Substituting the money demand function in Equaiib4) gives the following welfare
cost measure

r .
J‘e(xo—orlxdx_ i(eao—all )
0

e:l [1—e‘“ﬂ (1+ia1)] .. (15)

WC=

wherea, is the intercept in money demand function ands the interest rate related
semi-elasticity of money demand.

(b) Currency-Deposit Model

For the modified money-in-utility function, whicHl@aws for the distinct role of
currency and demand deposits, the welfare coss tddeefollowing form:

WC:ij f(X)dx—if (i) +T g( X)dx — pig (pi)
0 0

yycSemlog =ﬂ[1_ e (1+ qli)]+ﬁ[1— e P (1+ i) ... (16)
0, By

where demand for currency i§(X) =0 gpg semi-log demand function for deposits

is g(X):eBO_B“i. The first term in Equation (16) represents theaddeveight loss
accruing from currency while the second term is dead weight loss measured for
demand deposit. For currency, the integral runsifeero to positive nominal interes} (
and for demand deposits it runs from zero to oty cost of holding demand deposits
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(ui). Under the restricted model, where both curreand deposits are restricted, the
semi-elasticities should have to be the same;,3;

3.2.1.2.Welfare Cost of Inflation for Double log Money Denfamuiction

(a) Single Monetary Asset Model

The double log money demand specification for alsirmonetary asset (i.e.,
monetary base or M1) is given as follows:

m(i) =%

So, the welfare cost formula is derived by substiguthe money demand function
in Equation (14), which is presented as follows:

WC=e°‘°i“’{%} .. an
1

where o, and o; are the intercept and slope coefficient of doulslg money demand
function respectively.

(b) Currency-Deposit Model

For the double log demand for currency and depotiis expression given in
Equation (14) becomes as follows:

wtoublelos :(—“1 ]e“oil‘“u(ﬁ]eﬁf’ @ L L (18)
1-B

1_ C(l

The welfare cost formula shows that the cost igr@gtin terms ofa,, oy, B, and
B1, parameters of the estimated asset demand fusdiach their opportunity costs.

3.2.2. Lucas Compensating Variation Approach

Lucas in arriving at a welfare measure starts wittie assumption that two
economies have similar technology and prefereribesonly difference is in the conduct
of monetary policy. In one of the economies Friedimazero interest rate policy is
adopted whereas in the other economy, the inteaitsis positive. He defines the welfare
cost of inflation as compensation in income (defias percentage of income) required to
leave the household (living in the second econoniging indifferent to live in either of
the two economies.

The left side of Equation (19) shows the welfaresgcond economy with a
positive interest rate and the right hand sidehés dharacterisation of the first economy
operating at deflation policyv(i) is the measure of income compensation or the veelfa
cost of inflation.

u[L+w(), (i), d ()] = u[Lm(0),d (0)] .. (19)
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Lucas has given two measures of welfare cost ferttfo specifications of long-
run money demand function due to their differenh@eour at low interest rates; (a)
Square-Root Formula, and (b) Quadratic Approxinmatio

3.2.2.1. Welfare Cost of Inflation for Semi-log Money Demand Function
and Quadratic Approximation

The semi-log money demand specification originallye to Cagan (1956) and
Bailey (1956) gives rise to a quadratic formula floe welfare cost of inflation. Under
this specification there is satiation in money dedyaand thus, the quadratic formula
derived for this specification is sensitive to higiterest rate. Wolman (1997) and
Bakhshi (2002) show that for the semi-log modetehis satiation in asset holdimg0)
and d(0) in Equation (19), representing maximum curren@nd demand deposits’
holdings at zero interest rate. The above mentiostedies also showed that under
satiation the welfare gain of moving from positivélation to zero inflation is higher
compared to the gains of moving further to Friedimaero interest rules.

To derive the quadratic formula from Equation (it% second-order Taylor series
expansion is applied to the welfare function aromerb interest rate.

W(i) =W(i) 2o +W (i) —0>+§vw<i)|i=o<i -0)? =§i2 -m 0)-p2d'(0)| ... (20)

(a) Single Monetary Asset Model
For the single-monetary-asset model, Equation {@d8s the following form:

uf+w(i),m@)) = ufam(o)]

And the welfare cost of inflation is expresseda@kivs:
. 1_ .2
w(|)=Em(0)n| .. (21)
wheren is the semi-elasticity of demand for M1 or mongtaaise with respect to interest rate.

(b) Currency-Deposit Model

Assuming that demand deposits and currency haves#ime semi-elasticity
(restricted case) the welfare loss formula (2@)assformed as follows:

w(i):%niZE(O)wZE(O) . (22)

Given the semi-log demand functiongi) = m©)e™ , d(ui) = d (0)e ™), m(0)

and d(0) initial conditions are calculated by assumingi)and d (i) functions pass

"For the unrestricted model that allows for différeemi-elasticities for currency and deposits the

welfare cost formula is written a%() :} nm() +su25(0) wheren is the semi-elasticity of currency ands
2

the semi-elasticity of demand deposits.
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through the values of currency holdings, deposits interest rates observed at the end
of the sample period. Semi-elasticitys measured from long-run semi-log asset demand
functions.

3.2.2.2.Welfare Cost of Inflation for Double log Money Demand Funcéind Square-
Root Formula

The Square-Root formula is applicable if double i®ghe proper specification of
money demand function. Under this specificationth@snominal interest rate approaches
zero, the demand for real balances becomes ailyitiarge [lreland (2007)], and
Equation (19) takes the following form:

uft+w(i), i), d i) = ulteo, ] .

(a) Single Monetary Asset Model

Welfare cost formula for a single monetary aggregdfionetary base or M1)
without assigning distinct roles to currency angaiats is given as:

w(y =p- (e e e . (23)

Wherea,is the slope (interest elasticity) andis the intercept term in log-linear model
with single monetary aggregate.

(b) Currency-Deposit Model

For currency-deposit welfare cost is calibratecemploying estimated parameters
from log-log specification of the demand deposiid aurrency demand functions.

w(i) = [1— (e“")itl‘“l - (e"z)u%“’litl‘%]““(“l“l) -1 .. (24)

This model is derived from CES utility function whkey, is the interest elasticity
for both the assets demand functions. The welfast of inflation is measured by
empirically estimating the money demand functiorrapzeters. Specifically, welfare
costs are measured as the value of welfare measwadsated at different nominal
interest rates.

3.3. Estimation Procedure and Empirical Technique

The main objective of the study is to estimate dtable money demand function
for Pakistan and to compute the welfare cost dafidn. The cointegration technique is
used to determine the long-run relationship betwaiffierent time series. Specifically,
we use the autoregressive distributed lag (ARDLJlehdo estimate the long-run interest
elasticity and semi-elasticity of money demand fiomc This approach has an advantage
that it provides long-run coefficients even for dintkata sets and it does not require all
the regressors to be integrated of the same ohadgrig I1(1). That is, it can be applied
even in the case where the regressors have a nusael of integration; the only
restriction is that none of the variable should(2¢ or integrated of order greater than 1.
Further, the problem of endogeneity also does fiettethe bounds test for cointegration.
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To apply the bounds test for cointegration, the ddtnicted Error Correction
Model (UECM) representation of double log money dethfunction:m(r) =e"°i ™ takes
the following form:

p p
Alog(m;) =Bg + ;lﬁliMOQ(m[—i) + EOBZiA log(i;—;) + AUy + & o (25)

In this equationm, is real money balances’ taken ratio to real GIpR,the interest
rate,Bq is the intercept;, andp, are the slope coefficients ahds the coefficient of error
correction termu_,; this term shows the correction of the model talgathe long-run
equilibrium. If the error correction term is reptatcby the lagged variables, we get the
ARDL model incorporating short-run and long-rundrhation®

Alog(m) =Bo + 2 B;A100(m ;) + 3 Bologl,-i)+Balog(m-o) +Bylogl-) +us - (26)

Similarly to estimate the interest, the semi-etatstiof money demand, the ARDL
model takes the following form

Alog(m) =B + _%Bn‘AlOg(m—i) + '—§OB2i (i) +Bslog(m-1) +B4 (i) + U .. (27)

We employ the ARDL two-step method of Bahmani-Osde@@nd Bohal (2000)
and find the maximum lag lengtp)( the order of UECM and check the existence of the
long-run relationship. The null hypothesis of nantegration implies that coefficients of
lagged level variable@; and, are simultaneously zero. The ARDL approach of Resa
and Shin (1998) can be applied by the OLS methallthe test is based on comparing
the F-value (joint significance of lagged levelsvafiables) of the model with the critical
bounds values given in Pesarant, al. (2001). It reports the two asymptotic critical
bounds values under two conditions (i) lower bouadsuming all the regressors to be
I(0) and (ii) upper bound taking all the regresdorbe 1(1). If the calculated F-statistics
is less than the lower bound, it shows that therad long-run relationship, if F-value
falls between the lower and the upper bound, itmaeee enter the indecisive region, it is
only when the F-value is greater than the uppentidhat the cointegration relationship
comes into play.

After identifying the existence of the long-run abnship and maximum lag
length, we proceed to the second step and findbhienal lag length based on Akaike

Information Criterion (AIC), Schwarz Bayesian Critn (SBC)] andﬁZ, and calculate
the long-run coefficients of the model. Finallyaghostic tests are applied to check that

the model passes the functional form stability, ehedcedasticity and the serial
correlation tests.

8Long-run elasticity can be derived directly a$a#fs).
°Computation of ARDL procedure in Microfit 4.0 sefedhe optimal lag on the basis of maximum
values of AIC and SBC.
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4. DATA DESCRIPTION

We use annual data for different monetary aggregalde sample covers the
period from 1960 to 2007. We use income measuregrdgs domestic product (GDP) as
a scale variable in our empirical investigation.orMtary aggregates that we use in this
paper are M1, monetary base, currency, and demepdsis. Both GDP and monetary
assets are deflated by the consumer price indek (GRjet real balances to real income
ratio.

For single monetary aggregates and currency, wéheseominal interest rate (call
money rate) as a proxy for the opportunity cost.the demand deposit model, the long-
term interest rate, the relevant opportunity costiable is defined as the difference
between interest rate offered on other assets {emy assets) minus own rate of return
(the rate of return on current and other deposits).

Data on deposit rates excluding current and otlegosits are compiled by the
SBP since 1990. Using the State Bank’s definitwa, have calculated it for the period
1960 to 1990 as weighted average of the interdss ran the individual longer-term
components of time deposits, with the weights béliregguantity shares of these deposits.
The calculation of the welfare cost of inflatiomjuéres the information of the average
reserve ratio for the entire sample period. TheeResRatio is measured as the reserves
taken as ratio to deposits.

Data on nominal GDP, monetary stocks, consumerepindex (CPI) and call
money rates are obtained from the Internationahiéral Statistics (IFS) database. The
data for rate of return on long-term maturity deéfspshowever, are taken from State
Bank of Pakistan Annual Reports. Figure 1 plots eecentage change in price levels
(CPI).

Fig 1.Trend in Inflation Rate, 1961-2007
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YFollowing Agenor and Montiel (1996) reserve raaneasured as (Reserve Money — Currency)/(M1
+ Quasi Money — Currency).
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5. ESTIMATION RESULTS

5.1. Testing for Unit Root

We begin our examination by checking the statidpaof the data using the
Augmented Dickey Fuller (ADF) unit root test. Tdexd the appropriate lag order for the
ADF equations, we started with zero lag and comithadding lags until the Breusch
Godfrey LM test, applied to the residual of the AD&gression, showed no serial
correlation. Whether the ADF regression has arrdéefa only or an intercept along with
trend, the ADF general-to-specific method was uasdsuggested in Enders (2004).
Starting with the general form which includes btitk constant and deterministic trend,
the significance of the trend coefficient basedmnt-test is checked. If it is significant
and the hypothesis of unit root is not rejected, agaclude that the test includes the
constant and the trend.

Table 1 presents the results of the ADF test. Toefficient on liner-time trend
term appears statistically significant for only tlogy (demand deposits/GDP) variable.
The estimates provide strong evidence that allvéngables are non-stationary in their
level, while their first differences are stationanyeaning all the series are 1(1). As none
of the series is integrated of the order greatan thne, we can apply ARDL bounds test
for cointegration.

Table 1
Unit Root Test Results

Levels First Differences
Variable Lags Model t—value Lags Model T- value
Log(M1/GDP) 1 constant —2.6890 0 constant —5.9508**
Log(Mo/GDP) 0 constant —2.4537 0 constant —6.7867**
Log (Currency/GDP) 2 constant -2.0391 0 constant .4585**
Log (Demand Deposits/GDP) 0 Const & Trend-2.6438 0 Const & Trend—7.1718**
Interest Rate 0 constant —2.4830 0 constant —6*¥7077
Log (Interest Rate) 0 constant -2.6760 1 constant 5.7319**
Deposit Rate 0 constant —1.7544 0 constant —7.5469*
Log (Deposit Rate) 1 constant -2.3256 0 constant .3198**

Notes: ADF regression equatiorl:yl = G YYigF ot 3 BAY, U,
i=1

The null and alternative hypotheses for the ADR &asply on the coefficient of the first lag of degent

variabley. Under null hypothesis = 0 or the series is non-stationary and underreteve hypothesis of
stationarity,y <0.y has non-standard distribution swalue is compared to McKinnon (1991) critical vesu

Critical values at 5 percent level of significarare —2.9266 and —3.51074 for the constant onlycamdtant
and trend models, respectively. ** Indicates that $eries are stationary at the 1 percent levabeificance.

5.2. Estimation of Money Demand Function and Caldation
of Welfare Cost of Inflation for Monetary Base

5.2.1. Estimating Demand Function for Monetary Base

As earlier mentioned, we apply the two-step ARDIpraach. Specifically, in the
first step, we test the existence of the long-relatronship, using the bounds test. After
confirmation of the presence of the long-run relaship, the ARDL framework proposed
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by Pesaran and Shin (1999) is used to estimat®ftigerun estimates of the underlying
variables. We estimate two different specificatimisnoney demand function, namely
semi-log and double log demand function, basechenrtonetary base.

The F-statistics to test for the existence of agnation are sensitive to the order
of lag in the model, therefore the ARDL (1, 0) islexted based on the Akaike
Information Criterion (AIC) and Schwarz Informati@riterion (SIC) for both semi- and
double-log money demand functions with money taikebe the monetary base. Besides,
several tests are applied to the selected modebnéirm the volatility of the estimated
model. The results are presented in Table 2.

The estimated F-statistics given in Panel A of tddele provide evidence of the
presence of long-run association between the Magapecifically, as we can see from
the table, the value of F-statistic is greater ttt@nupper critical bounds, indicating the
rejection of the null hypothesis of no cointegratiorhis implies that the variables
included in the model have a stable long-run elgailim relationship. This holds for both
semi- and double-log models.

Table 2
ARDL Results for Monetary Base
Semi-log Demand Double-log Demand

No. of Optimal Lags Function Function
Panel A: F-statistics for Testing the Existence dfong-run Relationship
1 55.744*** 53.920%***
Panel B: Long-run Coefficients
Regressor Coefficient Coefficient

Constant —1.366*** —2.665***

Interest rate —0.054*** —0.331***
R2 0.786 0.779
DW-statistic 1.990 1.949
F-statistic 85.263*** 82.218***
Panel C: Diagnostic Tests
Yscq) 0.002[0.960] 0.017[0.894]
Yrr) 1.343[0.246] 1.102[0.294]
YN 25.125[0.000] 0.159[0.690]
Yhett) 0.240[0.624] 22.717[0.000]
CUSUM 0.323[0.742] 0.135[0.412]
CUSUMSQ 0.216[0.865] 0.223[0.534]

Notes:Asymptotic critical bounds values are obtainedrfi®esararet al. (2001) Table F in Appendix C, Case
II: unrestricted intercept and no trend for k=1 1gercent level of significance lower bound =46atd
upper bound = 7.84, at 5 percent level of signiftalower bound = 4.94 and upper bound = 5.73.

The Lagrange Multiplier statistig8scy)x’rray ety andy’ne) With degrees of freedom in parentheses
are the tests for serial correlation, functionahfanis-specification, Heteroscedasticity, and Ndityia
respectively. CUSUM and CUSUMSQ are the testsdstitig the null hypothesis of no structure break,
i.e., the estimated coefficients are the same émyeperiod.

Y“As unit root test showed that monetary base aretdst rate series had drift only so the ARDL
equation does not include trend term.
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The long-run estimates of the models are givenanelP B of Table 2. Both the
parameters of the model are significant regardidsshether the model is estimated in
semi-log or double-log form. The interest rate setabticity of monetary baserX)
shows that a 1 percent increase in nominal inteegstlowers the demand for monetary
base by 5.4 percent. The value of adjustéd0R79) shows that the ARDL specification
(1, 0) is a quite good fit.

The long-run estimates from the double log demamttfon have expected signs
and are statistically significant. The intereseratasticity of the demand for monetary
base is 0.33, almost the same to those (0.34) a&stiivin Hussainet al. (2006). The
value of adjusted Rs 0.77 which shows the goodness of the fit ofrttuelel. The results
of diagnostic tests reported in Panel C of theegirovide evidence that both of the
models are well specified and free from the speaifon errors. Specifically, diagnostic
tests indicate that there is no problem of seriairedation, heteroscedasticity and
functional form mis-specification in the selecteddals. The CUSUM and CUSUMSQ
test results provide evidence that there is nagira break in the estimated coefficients.

5.2.2. Calculating Welfare Cost of Inflation for MonetarnBase

In this subsection we calculate the welfare costirdifation using the Lucas
compensating variation measure and the consumaptus measure for both semi-log and
double-log models. The results are presentedfeTa The welfare cost is measured both as
moving from Friedman’s optimal inflation rate tonse positive inflation rate (from zero
nominal interest rate to a positive interest rat&) moving from zero inflation (stable price) to
a positive inflation rate. The real interest rat@pproximately 2 percent for 2007, therefore,
i = 0.02 is the benchmark value of nominal interat under zero inflatiolf. When i = 0.08
it means the inflation rate is 6 percent, and fo0i10 the inflation rate is 8 percent.

Table 3 shows the welfare cost as percent of GDP associattd increasing
interest rate from zero to a positive rate. Thefavel cost entry against each interest rate
is the loss in welfare for deviating from the Frieagh’s Deflation rule.

The second column of the table shows the welfast using the compensating
variation approach. The welfare cost of 5 percemhinal interest (3 percent inflation) is
0.15 percent of GDP against zero inflation, whitenparing with zero nominal interest
rate (optimal deflation rule) the cost is approxiety 0.18 percent of GDP. Keeping in
view the end of sample period inflation rate of&tqent (i = 0.09) the welfare gain of
moving towards zero inflation (i = 0.02) is 0.55-@ent of GDP (the difference between
the welfare costs at 9 percent and 2 percent ndmiittarest, 0.583 and 0.028
respectively) and further moving to the deflatiater results in an additional gain of
0.028 percent of GDP.

The welfare cost based on the consumer’s surplpsoaph is given in column 3
of Table 3. The welfare cost of 5 percent nomimétriest rate is 0.12 percent of GDP
against price stability and slightly higher at Ofdefcent of GDP when compared to zero
nominal interest rate. Similarly the welfare cosQgercent inflation is 0.41 percent of
against the deflation rate, which is less thanOts8& percent of GDP calculated under the
Lucas (2000) approach form. We find that for a# t#iominal interest rates, the welfare
cost is higher under the compensating approachuhdar Bailey’s approach.

Following Gillman (1993) = 0.093 and: = 0.0721 giving the value ofapproximately equal to 0.02.
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Table 3
The Welfare Cost of Inflation for Monetary Base
Semi-log Model Double-log Model
Compensation Consumer’'s Compensation Consumer’s
Variation Surplus Variation Surplus
Interest Rate Approach Approach Approach Approach
0.00 0.000 0.000 0.000 0.000
0.01 0.007 0.006 0.159 0.159
0.02 0.028 0.026 0.254 0.253
0.03 0.064 0.056 0.333 0.332
0.04 0.115 0.097 0.404 0.402
0.05 0.180 0.146 0.470 0.467
0.06 0.259 0.203 0.531 0.527
0.07 0.353 0.266 0.590 0.584
0.08 0.461 0.336 0.645 0.639
0.09 0.583 0.411 0.699 0.691
0.10 0.720 0.490 0.750 0.742
0.20 2.882 1.395 1.200 1.179
0.30 6.484 2.276 1.583 1.546
0.40 11.528 2.991 1.928 1.874
0.50 18.012 3.523 2.249 2.175
0.60 25.938 3.899 2.552 2.457
0.70 35.304 4.156 2.841 2.724
0.80 46.112 4.327 3.118 2978
0.90 58.360 4.439 3.387 3.222
1.00 72.050 4511 3.648 3.457

For Semi-log Model
Compensation variation approae¥(i) =0.7205>

Consumer’s surplus approagfje - & *** El_ 0”549 1 (14 5499 i )]

54999

For Double log Model

Compensation variation approagii) = [ T 00696, %5814 ]‘ 04967 _,

Consumer's surplus approadVC = 04967 e~ 2665 066814

The costs under the two approaches are comparablkiad single digit nominal
interest rate and the difference widens for thehdiginterest rates. Deviating from
Friedman’s Deflation rule, the cost of 20 percenoinimal interest rate is 2.8 percent of
income under Lucas’ approach, while for Bailey’pagach the cost is 1.4 percent. The
difference between the calculated welfare losses fthe two approaches is due to the
guadratic nature of the compensating variation fdamnin which the nominal interest rate
appears in the quadratic form.

For the log-log money demand function, the estichatelfare costs are given in
the last two columns of Table 3. The welfare cdsb @ercent nominal interest rate is
0.47 percent of real income. The welfare cost opdrcent inflation against the
benchmark of zero inflation is 0.21 percent of imeo The cost of 9 percent nominal
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interest rate, the call money rate at the end ofpda period, costs about 0.7 percent of
real output. Reducing the nominal interest ratenf@®to 2 percent (under zero inflation)
yields welfare gain equivalent to an increase aoine by 0.44 percent.

Similar to the case of semi-log money demand fomctithe welfare costs
estimated, based on consumer’s surplus approaehjoarer than the welfare costs
estimated using the compensation variation approdlolwever, for the log-log money
demand model, the difference is minor.

Comparing the estimated welfare costs across hmehifications of demand for
money, we find that the welfare cost of inflaticor inoderate inflation under semi-log
money demand function is relatively small comparedhat under the log-log model.
Moving from zero inflation to the deflation rulestdts in welfare gain of only 0.02
percent of GDP in semi-log model compared to atsuligl gain of 0.25 percent of GDP
for the double log modéf.

The welfare losses (relative to deflation rulefldterent nominal interest rates are
plotted in Figure 2. The nominal interest rate o020 percent is taken on the horizontal
axis. The two approaches give almost the same kgelfass calculations for low
inflation/interest rates but they tend to divergeHigher interest rates.

Fig 2. The Welfare Cost of Inflation for Monetary Base
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5.3. Estimation of Money Demand Function and Caldation of Welfare
Cost of Inflation for M1

5.3.1.Estimating Demand Function for M1

Table 4 presents the ARDL results for M1. Similautiie case of monetary base,
two specification of demand for moneyamely semi-log modednd log-log model, are

BWolman (1997) and Ireland (2007) show that towdeds interest rate the semi-log model shows
satiation in money holding but for the double logdel the money holdings take asymptotic trend asimal
interest rate approaches zero.



Welfare Cost of Inflation 87

Table 4
ARDL Results for M1
No. of Optimal Lags Semi-log Demand Function Dedlolg Demand Function
Panel A: F-statistics for Testing the Existence dfong-run Relationship
3 24.018*** 19.31 1%+
Panel B: Long-run Coefficients
Regressor Coefficient Coefficient
Constant —1.013*** —0.844***
Interest rate —0.031*** —0.208***
R? 0.785 0.744
DW-statistic 2.011 2.019
F-statistic 24.018*** 19.31 1%+
Panel C: Diagnostic Tests
s 0.027[0.869] 0.081[0.776]
Vrra) 0.049[0.823] 4.598[0.032]
Pue 1.090[0.296] 0.245[0.884]
ret) 0.008[0.996] 1.122[0.289]
CUSUM 0.334[0.564] 0.310[0.537]
CUSUMSQ 0.534[0.634] 0.213[0.876]

Notes: Asymptotic critical value bounds are obtained frBesaranet al. (2001) Table F in Appendix C, Case
Il: unrestricted intercept and no trend for k=fl1gercent level of significance lower bound =46ed
upper bound = 7.84, at 5 percent level of signiftalower bound = 4.94 and upper bound = 5.73.

The Lagrange Multiplier statistic8scay)x’rray ey andy’newith degrees of freedom in parentheses
are the tests for serial correlation, functionatrfanis-specification, Heteroscedasticity, and Nditya
respectively.

CUSUM and CUSUMSQ are the tests for testing thé hypothesis of no structure break, i.e., the
estimated coefficients are the same in every period

estimated. The estimated F-statistic indicates ttretre is a level relationship
(cointegration) between the variables for both seand log-log models. The long-run
coefficients of money demand function given in RaBef Table 4have theoretically
correct signs and are statistically significanteThterest rate semi-elasticity of M1/GDP
ratio is —3.172, the interest rate elasticity ofnayp demand from log-log model is —0.208.
Both models generally satisfy all diagnostic tests.

5.3.2.Calculating Welfare Cost of Inflation for M1

The estimated welfare costs of inflation for bo#mé-log and log-log models of
M1 are presented in Table 5. Specifically, colummf2the table gives the value of
welfare loss against different nominal interesesdbased on the compensating variation
approach. The welfare loss of 3 percent infladorresponding to 5 percent nominal rate
of interest is 0.21 percent of GDP against zereredt rate, while it reduces to 0.17
percent against price stability. The welfare lossogiated with the inflation rate of 7
percent is 0.64 percent of income compared to a kdtation rate, while reducing
inflation further to deflation rate results in atiloinal gain of 0.03 percent of GDP or total
gain of 0.67 percent of GDP. It should be notect tthe welfare cost of inflation
associated with higher interest rates/inflatioresas substantially high than the welfare
cost at lower inflation rates. It should also bdedothat the welfare cost of inflation
based on the compensation variation approach kehigpan the welfare cost of inflation
based on the consumer’s surplus approach throwghatige of interest rates used in the
estimation. However, the difference is more profibahhigher interest rates.
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Table 5
The Welfare Cost of Inflation for M1
Semi-log Model Double-log Model
Compensation  Consumer's  Compensation  Consumer’s
Variation Surplus Variation Surplus
Interest Rate Approach Approach Approach Approach
0.00 0.000 0.000 0.000 0.000
0.01 0.008 0.005 0.113 0.113
0.02 0.033 0.022 0.197 0.196
0.03 0.074 0.048 0.272 0.270
0.04 0.133 0.084 0.342 0.339
0.05 0.208 0.129 0.409 0.405
0.06 0.299 0.182 0.473 0.468
0.07 0.408 0.243 0.536 0.529
0.08 0.532 0.311 0.596 0.588
0.09 0.674 0.386 0.656 0.645
0.10 0.832 0.467 0.714 0.701
0.20 3.330 1.526 1.251 1.214
0.30 7.493 2.820 1.744 1.673
0.40 13.326 4.144 2.214 2.101
0.50 20.810 5.386 2.669 2.506
0.60 29.976 6.492 3.115 2.895
0.70 40.794 7.444 3.555 3.271
0.80 53.284 8.245 3.990 3.635
0.90 67.446 8.906 4.423 3.990
1.00 83.260 9.445 4.854 4.337

For Semi-log Model
Compensation variation approaet(i) = 0.8326°

Consumer’s surplus approad.C = 0114$l—e31718( i 31718)]

For Double log Model

- 02641
Compensation variation approauti) = [1— 0.1643t079111] -1

Consumer’s surplus approad/C=0.264@&" 1806q 07911

Specifically, we observe that the welfare loss gsagportion of GDP based on the
consumer’s surplus approach rises from 0.02 pewben the rate of interest is 2 percent
(inflation rate is zero) to over 0.38 percent ahie of interest of 9 percent. The difference
between these two welfare costs (0.38-0.02 = Og8@&)s the welfare loss of 7 percent
inflation rate against zero inflation. The welfamst of 3 percent inflation is 0.13 percent of
income and moving to zero interest rate yieldsaveljain of 0.02 percent of GDP.

By comparing the welfare cost of inflation undettbeemi-log and log-log models
for M1, we find that welfare cost from semi long mey demand function gives higher cost
for higher interest. This holds regardless of whethe welfare cost is estimated by using
the compensation variation approach or the consanserplus approach. Further, the
estimated welfare cost based on the double log yndeenand indicates that both the
approaches give almost the same measure of wéifsseby deviating from the deflation
rule. The welfare gain of moving from higher to Enmnominal interest rate is almost the



Welfare Cost of Inflation 89

same for the log-log model but for the semi-log eldtie welfare gain is associated with
the rate of interest. Under the semi-log model p@rtent decrease in nominal interest rate,
for higher interest rate, results in more benefinpared to one percent decrease in nominal
interest rate at the lower end of the curve. Thikanecosts are plotted in Figure 3.

Fig. 3. The Welfare Cost of Inflation for M1
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As in Wolman (1997) we are interested in the apmument of the total gain of
moving form a positive interest rate to the dedflatiate. This gain has two parts; the first gain
comes in moving from a positive nominal intere$t ta price stability and the second from
moving from zero inflation to the deflation polic@wing to the sensitivity of the demand
curves to low interest rates we find that, for $keni-log model, larger benefit accrues as the
economy moves towards zero inflation; but furthewing to deflation rate has a very small
gain. Figure 2 shows that for semi-log money denfandtion under consumer surplus, the
welfare gain of moving from 12 percent interest tat deflation rate is equal to 0.64 percent
of GDP, while for the double log the gain is 0.8qgent of the income. The proportion of
gain from moving from zero inflation to deflatiosnanly 5.15 percent of the total gain for the
semi-log model and, for the double log, it is 2deEcent.

The difference between the estimates of welfars Issreduced when the cost is
measured relative to zero inflation nominal interage. For the present study the end of
period real interest rate is 2 percent which, urpl@re stability, is equivalent to nominal
interest rate. As shown in Figure 3 the welfaret @dsnon-optimal policy with a positive
inflation rate has the same welfare loss undertlinee cases; the semi-log model with
compensating variation and traditional approachesd the double-log model with the
consumer surplus approaétThe gain of moving from 12 percent interest ratstable prices
ranges from 0.61 to 0.63 percent of the incomebBtr the money demand specifications for
M1, the welfare loss is almost the same for low lenadlerate inflation rates. The welfare loss
line drawn for the double log model under the comspéing variation approach diverges from
the rest of the three cases as interest rateatigae 10 percent.

“ucas (2000) showed that the welfare gain of movavgards price stability is same for both the log-
log and semi-log versions.
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5.4. Estimation of Demand Function and Calculatiorof Welfare Cost of Inflation
for Currency-Deposit Model

5.4.1. Estimating Demand Function for Currency-Deposit Metl

After estimating the demand function and the welfeosts for the single money
stocks, MO and M1 we estimate the welfare losstlier Currency-Deposit Model. We
disintegrate the two components of M1 for the reagwt both currency and demand
deposits do not have the same opportunity costdHaand used currency offers no
return; its opportunity cost is the yield on otfieancial assets, while the banking system
offers interest rate on the demand deposits, thgorpnity cost of holding demand
deposits is the difference between the yield oeradttive assets and the return on
deposits. This difference requires that both clayeand demand deposit functions should
be estimated separately with their own opporturttsts. This also requires some
modification in the welfare cost formulae. We apgiye ARDL approach on bivariate
models separately for currency and demand depuositsy both semi-log and log-log
specifications. The optimal lag selected basecherAiC and SBC is one for all the four
models. The results are given in Table 6.

Table 6
ARDL Results for Currency-deposit Model

Semi-log Demand Function

Double log Demand Functio

No. of Optimal Lags Currency Demand Deposit Cwyen  Demand Deposit

Panel A: F-statistics for Testing the Existence dfong-run Relationship

1 149.347+* 24,7793+ 53.921*** 23.629***

Panel B: Long-run Coefficients

Regressor Coefficient Coefficient Coefficient Caatint
Constant —1.576%** —2.083%** —1.340%** —2.088***
Interest rate —0.063*** —0.045** —0.037** -0.151
Trend 0.016*** 0.015*+*
ﬁz 0.906 0.674 0.903 0.663
DW-statistic 1.640 1.871 1.549 1.737
F-statistic 149.347+* 24.793*** 144.860*** 23.6p*

Panel C: Diagnostic Tests

Ysca 1.563[0.211] 0.051[0.821] 2.477[0.116] 1.001[0B17
Vrrw 0.343[0.558] 0.431[0.511] 0.206[0.649] 0.754[0.B85
) 3.893[0.143] 0.311[0.856] 5.695[0.058] 0.217[0.897]
Vretw) 0.262[0.608] 0.647[0.421] 0.069[0.791] 0.553[0.457
CUSUM 0.390[0.569] 0.324[0.613] 0.276[0.893] BHEL756]
CUSUMSQ 0.232[0.834] 0.278[0.819] 0.347[0.759] 263[0.659]

Notes:Asymptotic critical value bounds are obtained frBesaranet al. (2001) Table F in Appendix C, Case
Il unrestricted intercept and no trend for k=fLl1gercent level of significance lower bound =46ahd
upper bound = 7.84, at 5 percent level of signifaealower bound = 4.94 and upper bound = 5.73.
Case V: intercept and trend for k=1, at 1 percen¢ll of significance lower bound = 8.74 and upper
bound = 9.63, at 5 percent level of significanagdobound = 6.56 and upper bound = 7.30.
The Lagrange Multiplier statistioscyxrray X retay andy’ne) With degrees of freedom in parentheses
are test for serial correlation, functional formsmspecification, Heteroscedasticity, and Normality,
respectively.
CUSUM and CUSUMSQ are the tests for testing thé hypothesis of no structure break, i.e., the
estimated coefficients are the same in every period
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The results indicate the existence of long-runti@ship for both currency and
demand deposits demand functions regardless otheh#te model is estimated in semi-
log or the log-log form. The long-run coefficieritem all four models are reported in
Panel B of the table. The lower panel of the tablews that the estimated models do not
have a serial correlation, heteroscedasticitythatithe regression passes the functional
form mis-specification and the normality tests.

The semi-elasticity of currency-to-GDP ratio is3@&@which is higher than for any
other money stock. On the other hand, the correfipgrfigure with respect to deposit
rate for demand deposits is —4.5. From the logsjoegification, the interest rate elasticity
is —0.037 and —0.151 for currency-to-GDP ratio dathand deposits, respectively.

5.4.2. Calculating Welfare Cost of Inflation for Currencypemand Model

Using the estimates given in Table 6, we calculaewelfare costs of inflation for
unrestricted and restricted models. The resultpageented in Table 7. As one can see
from column (2) of the table, the welfare gain afvimg from 9 percent nominal interest

Table 7
The Welfare Cost of Inflation for Currency-demandddl
Semi-log Model Double log Model
Compensation Variation Consumer’s Surplus Calibration ~ Consumer’s Surplus
Approach Approach Approach

Interest  Restricted Unrestricted Restricted Unrestricted Double Log Restricted
Rate Model Model Model Model Model Model
0.00 0.000 0.000 0.000 0.000 0.000 0.000
0.01 0.004 0.006 0.004 0.006 0.056 0.074
0.02 0.016 0.027 0.016 0.024 0.102 0.134
0.03 0.036 0.060 0.035 0.052 0.143 0.188
0.04 0.065 0.108 0.061 0.089 0.183 0.240
0.05 0.102 0.168 0.093 0.134 0.221 0.290
0.06 0.147 0.243 0.130 0.185 0.258 0.338
0.07 0.200 0.331 0.172 0.242 0.295 0.385
0.08 0.261 0.432 0.218 0.304 0.330 0.431
0.09 0.331 0.547 0.268 0.370 0.365 0.475
0.10 0.408 0.675 0.322 0.439 0.399 0.520
0.20 1.634 2.702 0.973 1.196 0.724 0.932
0.30 3.677 6.079 1.677 1.881 1.029 1.311
0.40 6.537 10.808 2.315 2.403 1.324 1.670
0.50 10.215 16.887 2.848 2.772 1.612 2.016
0.60 14.709 24.318 3.274 3.027 1.897 2.350
0.70 20.021 33.099 3.607 3.203 2.180 2.676
0.80 26.150 43.232 3.865 3.329 2461 2.995
0.90 33.096 54.715 4.066 3.424 2.742 3.307
1.00 40.860 67.550 4.225 3.501 3.023 3.614

For Semi-log Model

Compensation variation approach
Restricted modelv(i) = 0.4086
Unrestricted modelv(i) = 0.675%
Consumer’s surplus approach:

Restricted modelwc = (D4184[1—e_4'52i (1+ 452')]+ 00274{1—e_ 05537 (1 05531)]
Unrestricted modelwc = 00325 b—e“m (= 636i)l+ 00274b—e‘ 05537 (41 05537|)J
For Double-log Model

ibrati - 01777
Calibration; :[ + (015432, %493 } o

Consumer’s surplus approadvC= 003614 84193
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rate to zero inflation (2 percent nominal intenege) is 0.48 percent of GDP and further
moving to deflation rate results in additional gaifh0.18 percent of GDP. Based on
Bailey’s approach, a 10 percent inflation costsefaivalent of a reduction of output by
0.38 percent. Under the log-log currency-depositdehothe gain in moving from price

stability to Friedman’s optimal rule of deflatios D.13 percent of GDP. The welfare
estimates based on both the consumers’ surplushencbmpensating variation approach
tend to give similar costs of inflation.

After estimating the money demand functions anduwdating the welfare cost for
the three models we draw the following conclusioegarding the welfare cost and its
sensitivity to the selection of money demand fumttiapproaches to calculate welfare
loss and the definition of money.

(i) By comparing the two approaches to measure theareelbss we find that
across all monetary assets under semi-log modekd’wquadratic formula
gives bigger values of the loss function for higlwerest rates. On the
other hand, for double log model, the two approadfige approximately
the same loss in welfare.

(i) The welfare cost of inflation is sensitive to theomey demand
specification. For all the monetary aggregatesvibfare gain of moving
from price stability to zero interest rate undeuble log model ranges from
0.10 percent to 0.25 percent of GDP, while for skrgimodel the gain is
trivial and ranges from 0.01 percent to 0.03 peroéiGDP.

(i) The Bailey and Lucas welfare cost formulae are dhasethe elasticity and
semi-elasticity of money demand function. The long estimates of both
the semi log and double log models show that fiothal four money stocks
the elasticities and semi-elasticities are différen

(iv) Comparing M1 and the Currency-Deposit model whialcdates welfare
loss based on different opportunity costs of thestituents of M1, we find
that the welfare cost for currency-deposit modelléss than the loss
measured using M1. These findings are in line withempirical literature
on welfare cost, that, as currency and depositduenped together in M1
and the cost evaluated at the same market ratgerest for both currency
and demand deposits (treating deposits as noresttdrearing asset), it
exaggerates the true cdst.

(v) The welfare cost of inflation is sizable for Pa&istin comparison to the
developed countries. The welfare gain of movingmr@4 percent to 3
percent nominal interest rate is 0.65 percent oPGWhich is greater than
the estimated gains for the US, Canada and thepEaro countries (for
double log specification using the Lucas compengativariation
approach}® Similarly the cost computed from semi-log modetl arsing
the consumer surplus approach yields welfare 16€s06 percent and 0.62
percent of GDP as moving from 2 percent and 10gmrinflation rates to

“Distinct role of currency and deposits is emphakiseMarty (1999), Bali (2000), and Simonsen and
Rubens (2001).
®See Serletis and Yavari (2003, 2005, 2007).
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price stability. This cost is greater than computadthe US which ranges
from 0.04 to 0.21 percent of income under simikttisgs>’

6. CONCLUSIONS

In this study we quantified the welfare cost ofiatibn from the estimated long-
run money demand functions for Pakistan for theiogerl960-2007. The demand
functions for four monetary aggregates—monetaryepasrrow money (M1), currency
and demand deposits—taken as a ratio to incomensigtieir respective opportunity
costs, are estimated. The welfare cost of inflatzaiculated for constant interest
elasticity specification is compared to the constami-elasticity specification for two
types of monetary asset models. For the single taon@sset model, money stock is
defined as monetary base and narrow money M1, vihikhe currency-deposit model
M1 is disintegrated into currency and deposits asa the return on each of its
constituent components. In calculating the welfass we have employed the traditional
approach proposed by Bailey (1956) where loss dumnftation is measured by area
under the money demand curve and the Lucas (2@d0pensating variation approach.

The empirical results show that all the monetargragates are negatively related
to the interest rate. The welfare gain of movirgnfrpositive inflation to zero inflation is
approximately the same under both money demandfigagions, but the behaviour of
the two models is different towards low interesesa Moving from zero inflation to zero
nominal interest rate has substantial gain underldh-log form compared to the semi-
log function. The compensating variation approamhtfie semi-log model gives higher
welfare loss figures compared to Bailey’s approaktle to the quadratic nature of
nominal interest rate in the Lucas (2000) welfamasure. However, the two approaches
yield approximately similar welfare costs of inftat for the log-log specification.

The findings of this study suggest that the socksgrs a substantial loss due to
inflation and a positive nominal interest rate. STk the first attempt to break new
grounds for measuring the welfare cost of inflationPakistan. However, the limitation
of this study is that the welfare cost analysibased on the direct cost of inflation, not
addressing other channels through which inflatiesults in inefficient allocation of
resources. The direct cost of inflation underst#tesactual cost of inflation, as inflation
tends to distort marginal decisions by altering Wrk-leisure choice and interact with
the tax structure of the economy. The actual cdsinflation is much greater than
estimated in this study. The State Bank of Pakisthauld opt for an independent
monetary policy. For the last two years the govesnirhas financed its expenditures by
borrowing heavily from the SBP against the banidhtt monetary policy and passed on
the rising inflation to the economy. Furthermorbe tTaylor Principle-driven rising
nominal interest rate contributes to inflation tigh the cost side. The best policy
contribution to sustain growth and welfare will toemaintain price stability.
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Book Review

Aminullah Chaudary. Political Administrators: The Story of Civil Service of
Pakistan. Oxford University Press, 2011. 371 pages, Rs 895.00.

A bureaucracy is a group of individuals who are non-elected and serve as
government employees to help implement rules and laws of a country. The term
bureaucracy was created by combining the words ‘bureau” which means desk or office
and ‘kratos’, meaning rule or political power to govern. Different countries have adopted
various ways to induct people to run the government and make new laws. Max Weber, a
renowned and notable German administrative scholar is credited to be the pioneer of the
use of bureaucracy in public administration.

In this book on the Civil Service of Pakistan, the author has described the way
bureaucratic culture gained strength and restricted the grooming of political culture in the
country. He shows how ‘seniority’ overwhelmed ‘merit’ in the promotion process of the
officers in the Civil Service of Pakistan (CSP), an offspring of the Indian Civil Service
(ICS). The CSP officers always considered themselves as an élite class and looked down
upon the politicians. The author narrates the superior attitude of Iskander Mirza (a
notable member of the ICS, then CSP) in these words: “Mirza was proud of his IPS and
CSP lineage and never missed an opportunity of proclaiming this fact. His admiration for
the colonial system of administration was matched by a corresponding contempt for
politicians.” The relationship between the bureaucracy and the military was to ensure
that politicians did not make a mess of things. The bureaucracy was able to call on the
military in times of crisis and never worried about its overstaying the visit. The basic
theme of the Indian Civil Service was that the local Indians were recruited as officers by
the British to suppress and control an enslaved people. Unfortunately, even after gaining
independence the mindset of the bureaucratic staff didn’t change and they conveniently
forgot that an independent nation required a different approach.

The first effort to recruit locals to govern was done by the Mughal Emperor
Akbar to collect revenue. Once the East India Company started its expansion in India it
realised the recruitment of locals was helpful in collecting revenue and implementing
law. Though the entry to the ICS was opened through competition, the entry for Indians
was a daunting task as they would have to travel to London to take the competitive tests.
Many commissions were formed to find ways to enrol more locals in the system. A few
years after World War 1, the quota of locals in the ICS was increased to 33 percent. The
first ICS examination in India was conducted in 1922 in Allahabad. At the time of
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Independence, out of 1157 members of the ICS, only 101 were Muslims; among them
Punjabis constituted the highest number at 27, followed by Bengalis at 18 and 16 from
the United Provinces. Nepotism was prevalent in the selection of Civil Services even
during the times of the British. Influential families were able to induct their sons in the
ICS.

After Independence, the ICS was first called the PAS (Pakistan Administrative
Service) and then CSP (Civil Service of Pakistan). Chaudhry Mohammad Ali, a former
member of the Indian Audit and Accounts Service played an important role in setting up
the CSP. It was nurtured under Ghulam Mohammad and it reached its apex under
Iskander Mirza who was from the Indian Political Service. The CSP wobbled a little
under the Martial Law of General Ayub Khan but it soon regrouped itself to become
stronger than before. Since Independence, Pakistan has set up more than thirty
committees to propose recommendations and reforms in the Civil Services. Most of the
times the reforms have been inspired and used to sort out old grudges and have resulted
in sorting out individuals rather than the system. This happens every time when a new
government assumes power and carries out a series of dismissals, removals and transfers
to give a message that it means business. Funded by the Ford Foundation, Rowland
Eggers submitted a report in 1953 that made a few recommendations to restructure the
civil service in Pakistan. It suggested that there should be a properly coordinated central
secretariat headed by a cabinet secretary. The line departments headed by technocrats
should be treated at par with the generalist secretariat officers. He wanted the authorities
to strike a careful balance between ‘centralisation’ and ‘delegation’ and the most
important suggestion was that all cadres of services should be unified. Justice A.R.
Cornelius headed two separate commissions, first in 1959 and then in 1969. Both
recommended basic changes in the bureaucracy but were met with stiff resistance by the
cabinet secretary Aziz Ahmad. Zulfigar Ali Bhutto launched a campaign to make
revolutionary changes in the bureaucracy under Vagar Ahmed and Hasan Habib. The
Administrative Reforms of 1973 led to three important consequences: The CSP was
immediately dismantled by Bhutto. The CSP cadre was divided into three groups, namely
the Secretariat Group (SG), the District Management Group (DMG) and the Tribal Areas
Group (TAG). The members of the CSP were barred from keeping the former
designations. General Zia-ul-Haq after assuming power through a military coup
appointed a Civil Service Reforms Commission under the chairmanship of Justice Sheikh
Anwarul Hag. Though the commission made a wide variety of proposals, but General Zia
implemented only those that were politically advantageous to his rule. He discouraged
the lateral entry of civilians into the bureaucracy and ordered a review of the
appointments made under this system. The review board looked at 199 cases of
recruitment in the Secretariat Group out of which 94 officers were retained in service,
cases of 10 were sent to further review, 59 were reverted to their former posts and 36
were removed from service. The other important step taken was to merge the Tribal
Areas Group into the District Management Group.

The governments of Nawaz Sharif and Benazir Bhutto didn’t carry out any
massive changes in the bureaucracy but made sure a number of transfers and dismissals
were made to announce their power. General Pervez Musharraf seized power through
coup d’état in 1999 and immediately set up a National Reconstruction Bureau (NRB)
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under retired Lt.-Gen. Nagvi. Its basic purpose was to reconstruct all the institutions other
than the Army which had abrogated the constitution four times. It abolished the
Divisional system in Pakistan and the new tier of government saw the District at the top
level. The plan was termed as ‘people friendly’ and announced that districts would be
headed by Nazims, translated as Mayors. The intent was the same as Ayub Khan’s Basic
Democracy system to build a political base for the military regime. The office of the
deputy commissioner was abolished and the district administration was supposed to be
run by an elected Nazim, district and session judge, district police officer (DPO) and
district coordination officer (DCO). The initial plan for this kind of set-up was to ensure
the office of Nazim would not be party based. But as the events turned out, the 2005 local
government elections were fought with clear violation of the rules, the Kings party of the
President, Pakistan Muslim League (Q) securing most of the districts with their
candidates as Nazims. In April 2006, a National Commission for Government Reforms
(NCGR) was made under the leadership of Dr Ishrat Hussain, the outgoing Governor of
State Bank of Pakistan. By the time the NCGR submitted its recommendations to
President Musharraf, the latter was on his way out.

The concept of including the officers of the armed forces in the civil services has
a long history. Before the Partition, both the ICS and the Military worked in a cohesive
and complimentary manner and helped Britain consolidate her rule over India. The
induction of the armed forces personnel in the civil services was used as a ploy to
increase the influence of the military in the political affairs of the country. Last but not
least the bureaucracy has been used to support the despotic rule and authoritarian
decisions of military dictators which has often marred the fate of the nation and caused
incalculable losses to the country.

The book gives a very comprehensive picture of the bureaucratic structure
since the setting up of the East India Company up to the regime of General Pervaiz
Musharraf. It is a good historic documentary and helps to provide the students and
researchers useful background material for further exploration. A lot of good stuff has
been written about the bureaucratic structure in Pakistan but this book has been
authored by none other than a decorated civil officer himself who has served on very
important positions in Pakistan. The major theme of the book is a critique of the
bureaucratic structure and its romantic relationship with the military. The book
provides an insight into how the grooming of political culture in Pakistan was
obstructed by the civil service in collusion with dictators.

Henna Ahsan
Pakistan Institute of Development Economics,
Islamabad.



Shorter Notices

Akhtar Hasan Khan. The Impact of Privatisation in Pakistan. Ferozsons (Pvt).
Ltd. 2012. Paperback. 166 pages. Rs 395.00.

This book critical examines the practice and the process of privatisation in
Pakistan which started by the early 90°s and resurge in the first decade of twenty first
century. The study was sponsored by the Pakistan Institute of Development Economics
(PIDE). The book not only debates the international practice of privatisation but also
discourses the basic theory of privatisation. The basic arguments given in favour of
privatisation are the efficiency of private sector in allocation and utilisation of
investment and resources, reduction of fiscal deficit, and enlarging of the stock market.
However, most of the developed and developing countries which are economically
performing well have achieved this without adopting privatisation as the major step in
the public policy. The privatisation of some sectors and units like, financial institutions,
KESC, PTCL, Steel Mill, and Oil and Gas Mills also bring into the debate very
efficiently. The basic conditions for the success of the privatisation process have also
been deliberated. The first and foremost condition is the transparency at every step
from advertisement to the final payments in the process of privatisation. The other
essential condition is the proper sequencing and the spread of privatisation over a long
period instead of rushed and bunched privatisation. Equally, the selection of the sector
to be privatised or not is also important. The success of privatisation is also dependent
to other favourable conditions provision of which is the responsibility of the
government. Privatisation for the sake of privatisation is critically debated and the book
unfolds many shortcomings of the privatisation. As privatisation diverts investment
from new technologically advanced ventures into buying public sector units, therefore
this could be retarded for the economic growth. Similarly, the privatisation process is
not foreign direct investment but permanent remittances of profits. Privatisation has
also a negative impact on the employment as indicated by the past experiences of the
privatisation in Pakistan. The argument of reduction of fiscal deficit can also be
discarded as the privatisation leads to reduction in tax revenues and more tax evasion.
On the same token, the belief that privatisation promotes more efficiency of units
seems also vague in case of developing countries. The present government should be
very cautious about privatisation keeping in view the past experience and should not
privatise those sectors and enterprises which are considered as strategically important
and deal with the provision of basic goods at subsidised rates. Rather the attention
should be paid on the improvement of the management of these public sector units.
Moreover, if the privatisation is indispensable then the best mode is through the sale of
shares to general public. (Ahmad Wagar Qasim).
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Sarah S. Aneel, Uzma T. Haroon, and Imrana Niazi (eds.). Peace and
Sustainable Development in South Asia—The Way Forward. Sustainable Development
Policy Institute and Sang-e-Meel Publications. 2012. Hard Cover. 305 pages. Rs 1200.00.

This book is a collection of papers presented at the Thirteenth Sustainable
Development Conference hosted by the Sustainable Development Policy Institute,
Islamabad in 2010, on the topic ‘Peace and Sustainable Development in South Asia’, and
was attended by participants from Bangladesh, India, Nepal, and Pakistan. The book is
divided in five sections: Peace and Conflict; Environment and Climate Change;
Governance and Urbanisation; Water and Sanitation; and Food Security. Section 1. Peace
and Conflict—delves on how the management of development, given diversity of people
(religion, ethnicity, caste, gender), creates scenarios of social conflict. Section II.
Environment and Climate Change—takes up important issues regarding financing for
climate change, and how local communities can be empowered as a first line of defense
to ward off impending climate disaster. Section 111 on Governance and Urbanisation deals
with major issues of informal settlements as well as land grabbing by powerful élites and
how political participation of the disempowered can be used to achieve a more equal and
sustainable pattern of development. Section IV on Water and Sanitation draws upon the
Bangladeshi experience, where a bottom-up approach has yielded significant cost
benefits for achieving Millennium Development Goals for water and sanitation. This
section also highlights how participatory techniques can be used to deal with storm
waters through rain water harvesting and canal maintenance. Last, but not the least, the
issue of food security for the socially backward communities in the Himalayan region is
analysed, where access to resources is generally restricted to higher-class communities,
and how equal access to these resources and help achieve food security for a large section
of the society. The main message that comes out of this endeavour is that since local
communities mostly bear the adverse impact of human activities on our environment,
through climate change and related hazards, any mechanism to deal with it must seek
their active involvement. (Lubna Hasan).
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